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Abstract

Security has become an increasingly significant and urgent issue in wireless networks. The growing computational capability of the eavesdropper (Eve) and more and more complicated secure key management in large scale and heterogeneous networks, pose more and more stringent requirement to the cryptographic protocols. As a new design paradigm, physical layer security has been recognised as a promising solution to enhance the security of wireless links relying on the channel properties and advanced signal processing, and can act as either an alternative or a complementary solution to the conventional cryptographic methods. Without complicated secure key generation and management, physical layer security is quite suitable for the large scale distributed networks. In this thesis, we aim to improve the secrecy performance in emerging wireless communication systems relying on different physical layer security techniques.

Firstly, the security of an amplify-and-forward successive relaying network with multiple untrusted relay nodes is investigated, where the conventional detrimental inter-relay interference is exploited to jam the untrusted nodes without assistance of external helpers. Considering different complexity requirements, several relay selection schemes are proposed, and the closed-form expressions of the lower bound of the secrecy outage probability and the maximum secrecy diversity order are derived accordingly. It is shown that the maximum secrecy diversity order of $N - 1$ can be achieved for an $N$ relay nodes network.

Secondly, the artificial noise (AN) aided secure transmission strategy for a multiple-input single-output multiple-Eve (MISOME) system with a secure user
(Bob) and a normal user (NU) is investigated. The power allocations among Bob, NU and AN, as well as the wiretap code rates, are jointly optimized to maximize the effective secrecy throughput (EST), under the average throughput constraint of NU. An alternative optimization algorithm with guaranteed convergence is proposed to obtain the optimal parameters. It is shown that the EST increases with the transmitting power and the number of transmit antennas, and decreases with the throughput constraint of NU, and the EST can be improved through injecting AN and concurrent transmission of Bob and NU.

Thirdly, physical layer security in a multi-antenna small-cell network is investigated, where the multi-antenna base stations (BSs), cellular users, and Eves are all randomly distributed according to independent Poisson point processes. Stochastic geometry is applied to analyze the connection and secrecy outage probabilities and the average achievable secrecy rate. The impact of different parameters, including power allocation, BS and Eve density, and the adaptive eavesdropping or jamming on the secrecy performance is analyzed. It is shown that the average secrecy rate is a quasi-concave function of the power allocation factor and monotonically decreases with the ratio of the Eve-BS density.

Finally, we study the physical layer security in a large-scale heterogeneous network consisting of both sub-6 GHz massive multi-input multi-output (MIMO) macro cells and millimeter wave (mmWave) small cells. By considering pilot spoofing attacks from the Eves, the coverage and secrecy probabilities are derived using stochastic geometry and the conditions under which the millimeter wave tier outperforms the sub-6 GHz counterpart are discussed in terms of both coverage and secrecy. It is shown that the mmWave small cell can provide better coverage performance in the high transmission code-rate region, and the secrecy performance of the mmWave system outperforms the sub-6 GHz counterpart in the low redundant rate region, which reveals the advantage of using mmWave for secure communication.
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Chapter 1

Introduction

1.1 Background

Driven by the ever-increasing smart applications and the proliferation of smart devices, the next generation (fifth generation, 5G) wireless network is envisioned to support magnitudes of increase in data rates and connectivity, with an extremely low latency and energy consumption [2, 3]. For example, the emerging multimedia entertainment applications, such as augmented reality, mobile video or audio streaming, and online gaming, usually require Gbps of data rate transmission, which results in an exponential growth in mobile data traffic. Apart from providing a very high data rate for a large number of users, 5G network is also responsible for supporting massive simultaneous connections of various sensors encompassing Internet of Things (IoT), Internet of vehicles (IoV), ehealthcare, and smart metering. To achieve these goals, some candidate technologies, such as network densification (small cell network), millimeter wave (mmWave) communication, and massive multiple-input multiple-output (MIMO), are expected to be adopted in 5G [2–4].

Meanwhile, in the 5G enabled connected society, a variety of confidential and sensitive services, e.g. transaction records, private health data and activity history, will be transmitted through the wireless networks. However, the open and
broadcast nature of the wireless medium grants opportunities for external eavesdroppers (Eves) to overhear the confidential information, which incurs severe security threats. Therefore, security and privacy become more and more significant for the connected society.

Previously, security is realized through secret key based cryptographic technology at the network layer [5–7] by assuming that the computational capability of the adversary is limited [6] and secure key generation and distribution can be guaranteed [7]. In these protocols, the information is first encrypted with a secret key at the transmitter side and then decrypted at the receiver side with corresponding secret key. Due to the absence of the secrecy key or limited computational capability, the Eves can not correctly decrypt the ciphertext. However, the growing computational capability of the Eves, more and more connected lightweight resource-constrained devices, together with the rapid evolution of large scale and heterogeneous networks (HetNets), pose more and more stringent requirements to the implementation of the cryptographic protocols and thus limit the application in future wireless networks.

Motivated by these challenges, physical layer approaches relying on the characteristics of wireless channels, such as noise and fading, have been recognised as promising solutions to enhance security in emerging wireless networks. Without using cryptographic protocols, physical layer security mechanisms are quite suitable for the emerging distributed large scale networks. With advanced signal processing, physical layer security can provide a robust solution for enhancing wireless security and can act as either an alternative or a complementary solution to the conventional cryptographic techniques. Recently, this information-theoretical based security approach has received extensive research interests from both industry and academia [8–13].

In general, physical layer security techniques can be divided into two branches, i.e., physical layer secure key generation [14–18] and keyless secure transmission schemes [9, 11, 13]. Relying on channel reciprocity and the fact that a passive
Eve who is separated larger than half-wavelength away from the legitimate user will obtain uncorrelated channel measurements in a rich scattering environment, secret key can be generated at legitimate nodes. However, the key generation rate is highly dependent on the channel dynamics and variations and group key generation remains a challenging issue due to the different channel characteristics among different users, resulting in a limited application of physical layer key generation in large scale multi-user networks. In this thesis, we focus on secrecy enhancement for the keyless transmission schemes in the presence of both passive and active Eves in emerging wireless communication systems, including relaying system, multi-antenna system, and HetNets.

1.2 Research Motivation

In this section, the research motivations of physical layer security in different wireless systems are highlighted.

1.2.1 Untrusted Relaying System

Different from wireline communications that are free of interference, channel impairments arising from multi-path fading and co-channel interference make it a great challenge for reliable communications through wireless channels. Cooperative communication is a promising solution to mitigate the fading effect and improve the diversity and reliability of wireless transmissions, especially for systems without multiple antennas, such as ad hoc and wireless sensor networks. In particular, relay nodes within the coverage of the access point can be used either to improve the service quality of the main channel by relaying the information or to degrade the wiretap channel by injecting jamming signals to Eves. In this sense, cooperative relaying is an effective approach to improve the secrecy performance of wireless transmissions.

However, due to the half-duplex (HD) operation in a relay system, each Eve
has two opportunities to intercept the information. Moreover, the relay nodes, usually belonging to a third party operators, may be untrustworthy, i.e., the relay nodes may try to decode the received information as they have different security clearance from the source-destination pair. In this case, the relay nodes can be regarded as potential Eves. It has shown that employing the untrusted node can achieve a higher secrecy rate than just treating it as Eve [19–21].

Through dedicated transmission schedule, compute-and-forward relaying, and nested lattice coding strategy, it was shown in [22] that the positive end-to-end secrecy rate can be achievable independent of the number of hops. However, for the common AF relaying protocol with Gaussian signaling without utilizing the structured codes, the ergodic secrecy capacity (ESC) has been shown to decrease with the number of untrusted relay nodes in [23], and the achievable diversity order in a multi-relay network with destination aided jamming has proven to be limited to one, regardless of the number of untrusted nodes [24]. Hence, how to achieve secure transmission and how to improve the diversity in an untrusted relaying system remain very challenging. In light of this motivation, part of this thesis is focused on improving the diversity order of the untrusted relaying system, which will be presented in Chapter 3.

1.2.2 Throughput Maximization in MISOME Channels

Multiple-antenna technology has been shown to be able to effectively boost the secrecy performance by exploiting the spatial degrees of freedom. The beamforming, power allocation, and artificial noise (AN) design have been investigated relying on advanced optimization methods with perfect or imperfect channel state information (CSI) assumptions. Note that due to the passive and hidden property of Eves, even imperfect CSI of Eves is unlikely to be obtained at the transmitter side. With statistical CSI of Eves, security performance can be measured statistically with ergodic secrecy rate (ESR) [25] or secrecy outage probability (SOP) [26]. Considering the challenges in deriving the probability statistics of the signal-to-
interference-plus-noise ratios (SINRs) [27,28], ergodic secrecy performance analysis is usually conducted with the aid of large-system analysis.

On the other hand, in multi-user scenarios, the inter-user interference arising from concurrent multi-stream transmission over the broadcast channel makes the design and optimization of secure communication more complicated. Both of the inter-user interference and information leakage should be carefully dealt with to meet various requirements of different users, especially in the scenarios with mixed secure users (Bob) and normal users. Recent studies also reveal the significance of wiretap code rates on the secrecy performance [29–31], which motivates a joint optimization of code rates in conventional beamforming and power allocation design.

Considering the coexistence of secure users and normal users, the optimal power allocation and code rates that maximize the secrecy capacity of the secure user under the normal user’s throughput constraint remain unexplored, which motivates the work in Chapter 4. It is crucial to note that in this model, the conventional inter-user interference can be used to confuse the Eve, which may benefit the whole system if the parameters are properly designed. Due to the throughput constraint of the normal user, the optimization becomes more challenging than existing schemes.

1.2.3 Security in Heterogeneous Networks

The increasingly densely deployed low-power small cell base stations (BSs) driven by the increasing data traffic in small areas makes the coverage of cellular BSs more and more irregular, resulting in the deviation of the conventional hexagonal grid BS model from their real deployment. Therefore, random spatial models, such as the Poisson point process (PPP) model, have been recently adopted to analyze cellular networks. It has been shown that the user’s SINR in a real deployment is upper bound by that in the ideal grid model and is lower bounded by that of the random model [32]. In addition, the upper bound and lower bound have similar
accuracy. Relying on the tractability of PPP models, notable analytical results and performance insights can be obtained by leveraging stochastic geometry tools [33].

However, the large-scale random network makes security more and more challenging due to the complicated key generation and management, which motivates the application of physical layer security in this case. On the other hand, in conventional networks, Eves are assumed to be fixed, which is a too optimistic assumption since Eves may be randomly located to achieve maximal revenue and reduce the risk to be detected at the same time. The spatial randomness of Eves can also be captured by the PPP model. Note that physical layer security has been investigated recently in both ad hoc networks [34, 35] and cellular networks [36, 37]. For the cellular system, the introduction of AN for enhancing security makes it more challenging to characterize the inter-cell interference and the achievable secrecy rate and outage performance. Motivated by this, the power allocation, impact of system parameters, and adaptive eavesdropping or jamming on the secrecy performance are evaluated in Chapter 5 for a small cell network, and in Chapter 6 for a heterogeneous network.

### 1.2.4 Impact of Active Attack

Most of the existing works on physical-layer security assume that the Eves are totally passive. In practice, the Eves may be much smarter than what we have assumed, i.e., in addition to overhearing the information transmission, they can also adaptively act as smart jammers by sending some jamming signals to confuse the legitimate receivers [38, 39]. It has been shown that a full-duplex (FD) active Eve with jamming and eavesdropping capability can greatly decrease the achievable secrecy rate [40]. For a random network with multiple HD Eves, those Eves who are far away from the BS can act as jammers since the eavesdropping capacity will be determined by the nearest Eve. To maximize the Eve’s revenue (SOP or eavesdropping capacity), the jamming interference to the passive Eves should be managed properly and the optimal strategy of each Eve should be determined.
adaptively. The fundamental question that whether an Eve should act as a passive Eve or an active jammer and the conditions enable adaptive eavesdropping is investigated in Chapter 5.

On the other hand, Eves may also launch jamming attacks during the channel training phase by sending the same pilot sequence to confound the transmitter about the channel to be estimated, resulting in an imperfect channel estimation and more information leakage at the Eves [42,43]. In particular, when the jamming power is strong enough, the estimated channel will be dominated by the Eve’s channel and thus the beamformer will beam towards the Eve, making conventional beamforming and AN based secure transmission schemes ineffective [44]. The pilot attack or pilot contamination attack makes security even more challenging in mmWave communication systems since the mmWave transmitting beam may not be perfectly aligned with the receiving beam in the presence of pilot attacks.

The impact of pilot attack on the secrecy performance in conventional cellular network and the mmWave system has not been investigated. Integrating this issue with conventional pilot contamination, physical layer security in a multi-cell HetNet consisting of both conventional massive MIMO macro cells and mmWave enables small cells is investigated in Chapter 6.

1.3 Related Works

In this section, some related works of the aforementioned topics in physical layer security will be presented.

1.3.1 Security in Cooperative Relaying Networks

For a simple four-node network with one source, one destination, one Eve and one helper, when the source-to-destination direct link is available, the fundamental question that whether to use the external helper node as an information relay or a friendly jammer has been discussed in [45] and [46]. The secrecy capacity and
optimal power allocations at the source and the helper were investigated in [45] for both individual and joint power constraints. The effect of the position of the relay node has been discussed in [47], it has been shown that employing a relay node will improve the secrecy performance, and the improvement increases with the path loss. Moreover, it has been shown that the randomize-and-forward relaying scheme always outperforms the decode-and-forward (DF) scheme.

For the scenario that multiple cooperative nodes are available, cooperative relaying [48], cooperative jamming [49–52], and hybrid relaying and jamming schemes [53–57] have been developed to improve the secrecy performance. When the instantaneous CSI of Eves is available, null space beamforming has been employed at the relay nodes to nullify the information leakage to Eve in [58, 59]. In [48], the achievable secrecy rate was maximized under the total power constraint and it has been shown that relay cooperation can significantly enhance the secrecy performance. However, in practice, it is difficult to obtain the CSI of the Eves due to the passive eavesdropping property. Without knowing the Eves’ CSI, joint relay and jammer selection and jamming precoding were proposed to improve the security in single antenna and multi-antenna cases, respectively in [60]. With the assumption that only the statistical CSI of Eve is available, ESC [54, 61] and SOP [47, 55, 61, 63] are common secrecy performance measurements corresponding to delay tolerant or adaptive rate transmission and delay sensitive or fixed rate transmission scenarios, respectively. In [54], the best node was selected among all the candidates to forward the information while the others acted as friendly jammers to confuse Eve, and the ESR was maximized by optimizing the power allocation between information and jamming signals. The impact of relay or jammer selection on the secrecy performance was discussed in [62], and the exact expressions of the SOP were derived for three different transmission schemes, i.e., direct transmission, amplify-and-forward (AF) relaying, and cooperative jamming schemes. When all the nodes are equipped with multiple antennas, the impact of antenna selection on the secrecy performance has also been evaluated in [61].
Destination assisted jamming power allocation was optimized in [64] to minimize the SOP. A multi-relay selection was also considered in [55,65] to further improve the SOP performance by jointly optimizing the power allocation factor and the number of selected relay nodes.

With recent advances in self-interference (SI) cancellation technologies, e.g., natural isolation, auxiliary antenna, time domain cancelation, and space cancelation techniques (see [66–68] and references wherein), researchers have shown the feasibility of in-band FD wireless communication, which allows radios to receive and transmit on the same frequency band simultaneously, and thus doubles the spectrum efficiency. Physical layer security with FD relay was considered in [56], and analysis has shown that FD relay networks can achieve better secrecy performance than the counterpart of HD relay networks, if the SI can be well suppressed. Joint cooperative relaying and jamming protocol based on FD relay to increase the source-destination secrecy rate was presented in [69,70]. In this protocol, the FD relay will first receive data and jam the Eve simultaneously, and then the relay forwards the data with the source jamming the Eve. Achievable secrecy rates of the proposed scheme in the presence of different Eves and SI have been derived and compared with traditional HD relaying scheme. Significant improvements in the secrecy rate over the HD relay can be achieved. These results have been extended to multi-hop relaying systems [71], two-way relaying [72], and MIMO FD relaying systems [73].

For an untrusted relaying system, the fundamental question that whether cooperation with the untrusted node can improve the secrecy rate was explored in [20]. It was shown that, using the untrustworthy node could achieve a higher secrecy rate than just treating it as an Eve. In [23], the closed-form expression of the lower bound of the ESC was derived for an AF relaying system with both single and multiple untrustworthy nodes. However, it has been shown that, when the relay nodes are untrustworthy, increasing the number of relay nodes will worsen the secrecy performance, which is in contrast with conventional results of trusted
nodes. The capacity scaling law and achievable diversity order were derived in [24] for an untrusted relay network with multiple nodes. It has been proved that when destination intended jamming was considered, the achievable diversity order for either the distributed beamforming scheme or the opportunistic relaying scheme is limited to one, regardless of the number of untrusted nodes. The optimal power allocation between the source and the destination aided jamming was investigated in [74], and both asymptotic and large system analyses were presented. When the source-to-destination direct link is available, switching between the direct link and the triangle link was considered in [75], and the closed-form expression of the lower bound of SOP was derived. It has been shown that when the required secrecy rate was larger than a certain threshold value, employing the untrusted relay would be unnecessary. The results were extended to a MIMO case [76, 77], and joint source and relay beamforming design was considered. In [76], the conditions under which the cooperative scheme could achieve a higher secrecy rate than the noncooperative scheme were derived in both low and high signal-to-noise ratio (SNR) regimes of the source-relay and relay-destination links. A two-way relay model was incorporated in [77], and the two-phase and three-phase transmission strategies were compared.

1.3.2 Security in Multi-Antenna Systems

The secrecy capacity is defined as the maximum secrecy transmission rate at which the Eve cannot decode any information. It was proved that in an additive white Gaussian noise (AWGN) channel, the secrecy capacity was equal to the capacity difference between the main channel and that of the wiretap channel [78]. Hence, positive secrecy capacity is achievable only if the wiretap channel is a degraded version of the main channel. By exploiting the spatial degrees of freedom, multi-antenna techniques can effectively boost the secrecy performance either by enhancing channel quality to the legitimate destination through transmit beamforming and antenna selection or by deteriorating the channel condition to
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the Eve through deliberately injecting AN, and have received extensive research efforts over the past years [9, 11, 12, 79].

When perfect CSI is known to all terminals, the beamforming strategy has been proven to be able to achieve the secrecy capacity of the multiple-input single-output multiple-Eve (MISOME) wiretap channel [80], where the source and Eves are equipped with multiple antennas and the receiver has only one antenna. The result was extended to MIMO multiple-Eve (MIMOME) wiretap channels in [81]. It was shown that through independent coding across the parallel channels obtained by generalized singular value decomposition, the secrecy capacity can be achieved. However, the results are based on the perfect CSI assumption, which is usually not the case in practice, especially for the Eves due to their passive property. Fortunately, it has been proved in [82] that positive secrecy rate is achievable even when the Eve’s CSI is completely unknown to the legitimate transmitter, as long as Eve has fewer antennas than the transmitter and its intended receiver. Based on the deterministic model, robust beamforming methods were also developed in [83] considering both perfect and imperfect CSI of the main and Eve’s channel. Robust transmission covariance design for MISO wiretap channels with cooperative jamming was investigated in [84] considering the imperfect CSI of Eve’s channel. To reduce the CSI overheads, transmit antenna selection was also considered in [85–87].

Note that both the transmit beamforming and antenna selection techniques aim to enhance the capacity of the main channel. To further improve the secrecy performance, interference or AN [88] can also be exploited to degrade the capacity of Eve. When perfect CSI of the legitimate and Eve’s channels is available, a closed-form expression of an achievable secrecy rate was derived and power allocation between the information signal and AN was optimized in [89]. Joint optimization of the transmit signal and AN covariances for secrecy rate maximization was considered in [90] by using semi-definite programming (SDP) approach with both perfect and imperfect Eve’s CSI. To deal with imperfect CSI in both the main and
wiretap channels, Tang et al. [91] proposed a robust beamforming scheme to maximize the worst-case secrecy rate via SDP. AN-aided beamforming with limited feedback from a legitimate single-antenna receiver was considered in [92], and the optimal allocation strategy of feedback bits was explored. Considering statistical CSI of the wiretap channel and perfect legitimate CSI, achievable secrecy rate was maximized with beamforming and power allocation in MISO [93] and MIMO [94] systems. Secrecy constrained throughput maximization was investigated in [95] over slow fading channels, and transmit power allocation and the rate parameters were jointly optimized with both fixed-rate transmission and adaptive-rate transmission schemes.

In MIMO multi-user broadcast channels, the secrecy capacity is affected by both the desired signal and inter-user interference, which makes the secure transmission more challenging. The capacity region of the two user Gaussian MIMO broadcast channel with common and confidential messages were derived in [96]. In [97,98], it was assumed that any intended user was also a potential Eve to other users, and the achievable secrecy sum rate was maximized with the regularized channel inversion (RCI) precoder. The closed-form expression for the optimal regularization parameter was obtained with the aid of large-system analysis. In the multiuser downlink with a passive Eve, the ergodic secrecy sum rate was derived when the source node was equipped with massive antennas [27, 28]. When the users’ CSI is not perfectly known, it has been shown that more power should be allocated to AN with the increase of the channel estimation errors [28]. Wang et al. considered joint power and subcarrier allocation in a multi-user downlink orthogonal frequency-division multiple access (OFDMA) network with coexistence of Bob and normal users (NUs) [99], where Bob and NUs require secure and normal data services, respectively. The average aggregate data rate of all NUs is maximized under the constraint of secrecy rate of Bob.

Recently, physical layer security was also extended to massive MIMO systems [100]. When the BS is equipped with large number of antennas, simple
precoding/combining yields large gains in spectrum and energy efficiency since the channels to different users become quasi-orthogonal. Physical layer security in a single cell downlink massive MIMO system was discussed in [101]. It was shown that the secrecy capacity could be enhanced by increasing the number of BS antennas. However, for a multi-cell case, it was shown that the ESR suffered a ceiling effect due to the presence of pilot contamination [102]. It also revealed that AN was necessary to achieve a positive ESR and the random AN transmission scheme could achieve similar performance with the conventional null-space based AN transmission scheme.

1.3.3 Security in Heterogeneous Networks

Under the framework of stochastic geometry, physical layer security has been investigated taking the spatial randomness of nodes into account in single cell networks [103–109], ad hoc networks [34, 35, 110, 111], and multi-cell networks [36, 37, 112–114], respectively.

The transmission SOP was derived in a multi-antenna transmission system with Poisson distributed Eves in [103], and it revealed that a slight increase in the number of transmit antennas can effectively decrease the outage probability. The effect of spatial randomly distributed Eves on the AN power allocation and the wiretap code rate in a multi-input single-output (MISO) system was discussed under perfect CSI [104] and imperfect CSI [105] assumptions, respectively. In [106], when both the legitimate nodes and Eves were randomly located, the secure connectivity was derived for both non-colluding and colluding Eves. Physical layer security in a random wireless network with source protected zone and interferer protected zone was explored in [107], and the ergodic capacity of the legitimate user and Eve was derived. It was shown that the use of a protect zone can greatly improve the secrecy performance in different scenarios. Secure transmission in a relay wiretap channel in the presence of spatial randomly distributed non-colluding Eves was discussed in [108] and [109]. Closed-form expressions for the transmis-
sion outage probability and SOP were derived, and asymptotic analysis when the number of antennas at the source grows sufficiently large was also conducted. The SOP constrained secrecy throughput was analyzed and analytical solutions were obtained.

For a large scale random ad-hoc network, the tradeoff between connectivity and secrecy was analyzed in [34] and [35]. It was shown that significant throughput was sacrificed in order to achieve a high level security. Average secrecy rate in a three-tier wireless sensor network was derived in [110], it was shown that multiple antennas at the access points can enhance the security, while there was an optimal access point density maximizing the average secrecy rate due to the increased interference brought by more access points. Recently, the study on security was also extended to mmWave ad hoc networks by incorporating mmWave channel characteristics, random blockages, and antenna patterns [111]. It has revealed that low mmWave frequency could achieve better secrecy performance in a low transmit power region, whereas higher mmWave frequency is desirable when the transmit power was increased. Moreover, it was shown that the eavesdropping capacity increased with the receiving beam width.

For the multi-cell heterogeneous network, characterizing the inter-cell or inter-tier interference is more challenging. However, it is worth noting that the interference also interferes with the Eves, which may be beneficial to the whole system from the perspective of security. In [36], Wang et al. evaluated the secrecy performance of cellular networks considering the cell association and information exchange among BSs, and provided tractable results for the achievable secrecy rate under different assumptions on the information of Eves’ locations. Physical layer security in downlink cellular networks was investigated in [37] and the achievable secrecy rate with RCI precoding was analyzed with the aid of large-system analysis. Due to the inter-cell interference, the secrecy rate does not always increase and there exists an optimal BS density that maximizes the secrecy rate. In [112], the secrecy performance in an AN-aided multi-antenna multi-tier HetNet
was also investigated under an access threshold-based association scheme. It was shown that both the connection and secrecy outage performance can be improved by deploying more pico or femto BSs. The effect of device-to-device (D2D) communication on secrecy performance of the cellular network was explored in [113]. The feasible regions of D2D parameters were derived for both strong and weak performance guaranteed criteria. In [114], the secure connection probability was analyzed in a noise-limited mmWave cellular network for both non-colluding and colluding Eves.

1.3.4 Physical Layer Security with Active Attack

For a HD Eve, even though jamming could effectively interfere with the legitimate transmission, the Eve cannot overhear anything and may be exposed to Alice. On the other hand, passive eavesdropping will hide Eve’s position, but sometimes the eavesdropping capacity will be very low if Eve is far away from Alice. From the perspective of Eves, whether to eavesdrop or jam is formulated by a game theoretical approach in [38,39,115]. In [38], the interactions between Alice and an active Eve was modeled as a zero-sum game using ESR as the payoff function and the existence of Nash equilibrium (NE) was examined. To improve the secrecy and reliability, Garnaev et al. [39] introduced a time slot in the transmission protocol to detect the malicious threat, and two stochastic games were proposed. In [116], the transmission rate and beamformer were discussed in MISO channels against opportunistic eavesdropping or jamming attack. For Eves with FD capability, jamming and eavesdropping attacks can be launched simultaneously, which may greatly degrade the achievable secrecy rate as long as the self-interference can be well suppressed. In [40], a hierarchical game framework was formulated to analyze the power allocation of the transmitter and the Eve. In [117], achievable secrecy degrees of freedom was characterized considering FD receiver and an FD active Eve. It was revealed that positive secrecy degrees of freedom could be achieved only if the number of antennas of the FD receiver is larger than that of the Eves.
To improve the eavesdropping capacity at Eve’s side, smart active Eves may also jam the channel training phase by sending the same pilot sequence, resulting in an imperfect channel estimation about the legitimate channel and enhanced signal reception at the Eve [42, 43]. The impact of pilot contamination attack on the secrecy performance was evaluated in [42], it was shown that the smart FD Eve can achieve desired eavesdropping and also degrade the legitimate users simultaneously. In [43], by incorporating pilot contamination and pilot attack from multi-antenna active Eves in a time-division duplex (TDD) multi-cell multi-user massive MIMO system, the asymptotic achievable secrecy rate was derived with matched filter precoding and AN with the aid of large system analysis. It was proved that the impact of the active Eve can be completely eliminated when the transmit correlation matrices of the users and the Eve are orthogonal, and robust design against the pilot contamination attack was also developed.

1.4 Thesis Contributions and Organization

The main contributions of this thesis are summarized as follows:

- In Chapter 3, a successive relaying scheme is proposed to improve the secrecy performance of an AF relaying network with multiple untrusted relay nodes. The main motivation is to investigate the maximum achievable secrecy diversity order considering relay eavesdropping, by assuming perfect inter-relay interference (IRI) cancellation at the destination. In the successive relaying scheme, the multi-antenna source node transmits to two selected nodes alternately with zero-forcing beamforming (ZFBF), and the IRI is used to jam the untrusted nodes without external helpers. Several relay selection schemes are proposed, and the closed-form expressions of the lower bound of SOP are derived accordingly. Asymptotic analysis is also conducted to obtain some insights. It is shown that the proposed scheme can achieve a maximum secrecy diversity order of $N - 1$, for a $N$ nodes network, which
greatly outperforms the conventional relaying scheme. Moreover, the spectral efficiency is improved dramatically with the successive relaying scheme.

- In Chapter 4, the secure transmission strategy for a MISOME system with coexistence of Bob and an NU is investigated. The NU and Bob require normal and secure data transmissions, respectively, and thus the stream for the NU can be exploited to confuse the Eves. To guarantee the security of Bob, AN is also deliberately injected into the null space of Bob and NU. The power allocation among Bob, NU and AN, as well as the wiretap code rates, are jointly optimized to maximize the effective secrecy throughput (EST), under the average throughput constraint of NU. Both non-adaptive and adaptive transmission schemes are proposed, based on the statistical and instantaneous CSI of the legitimate channels, respectively. An alternative optimization algorithm is proposed to obtain the optimal parameters. It is proven that the EST is a quasi-concave function of the secrecy rate and the power allocated to Bob, and for fixed wiretap code rates, the optimal power allocation is derived in a closed-form expression. Numerical results show that the EST increases with the increase in transmitting power and the number of transmit antennas, and decreases with the throughput constraint of the NU. Improved EST can be achieved through injecting AN and concurrent transmission of Bob and NU.

- In Chapter 5, AN-aided physical layer security in a multi-antenna small-cell network is investigated, considering the spatial randomness of the nodes. By leveraging the stochastic geometry tools, we derive the closed-form expressions of the connection and secrecy outage probabilities, and then comprehensively analyze the impact of different parameters through asymptotic analysis. It shows that deploying more BSs will improve the connection and secrecy outage performance. For a fixed-rate transmission, the condition under which AN becomes unnecessary is derived. We also derive a lower bound of the average achievable secrecy rate, which is shown to be a quasi-concave function.
function of the power allocation factor and a monotonic decreasing function of the ratio of the Eve-BS density. In the high cell-load case with ZFBF multi-user transmission, the achievable average secrecy rate is also derived. It is shown that the optimal number of users maximizing the secrecy area spectral is a fixed portion of the number of transmit antennas. Finally, we investigate the impact of adaptive Eves with eavesdropping and jamming capability on the secrecy performance by assuming that those Eves who are far away from the BSs act as smart jammers to degrade the reception of cellular users. The feasible region that enables adaptive eavesdropping is derived and the optimal strategies for the BS and each Eve are analyzed under the framework of the Stackelberg game.

- In Chapter 6, we study the security performance in a sub-6 GHz and mmWave hybrid heterogeneous network. By considering pilot spoofing attacks from the Eves, we analyze the coverage and secrecy probabilities using stochastic geometry. Specifically, we show that, for the sub-6 GHz tier, increasing the number of BS antennas is more effective than increasing BS density in improving the coverage performance, whereas densifying BS is more effective for security enhancement. In the presence of pilot contamination and pilot spoofing attack, densifying the BS will not always improve the coverage performance for the sub-6 GHz massive MIMO tier. For the mmWave tier, we first derive the success probability of beam alignment based on a beam sweeping based channel training model. Following that, the conditions under which the millimeter wave tier outperforms the sub-6 GHz counterpart are discussed in terms of both coverage and secrecy. Our results reveal that an mmWave tier can provide better coverage and secrecy performance in high code-rate and low redundant rate regions.

The thesis is organized as follows. Chapter 2 reviews the fundamental concepts in physical layer security design and analysis, including the principles of physical layer security, stochastic geometry, game theory, and mmWave communications.
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Chapter 3 discusses the exploitation of interference in successive relaying network to increase the secrecy performance in untrusted relaying system, with an emphasis on relay pair selection and secrecy diversity order analysis. Chapter 4 focuses on secrecy throughput maximization transmission strategy in MISOME channels and discuss the optimal power allocation and code rate design. Chapter 5 investigates physical layer security in a multi-antenna small-cell network, and analyze the impact of different parameters on the secrecy performance. As an extension, Chapter 6 evaluates the coverage and security performance in a heterogeneous network consisting of both sub-6 GHz macro cells and mmWave small cells, taking the pilot attack and pilot contamination into account. Chapter 7 concludes this thesis and elaborates several interesting and promising directions of the future works. Finally, the Appendices present the detailed proofs from previous chapters.
Chapter 2

Fundamental Concepts

2.1 Fundamentals of Physical Layer Security

2.1.1 Shannon’s Perfect Secrecy

The information theoretical security was first introduced in Shannon’s seminal work in 1949 [118]. As shown in Fig. 2.1, the source message $W$ is first encrypted to a ciphertext $X$ using a key $K$ and then transmitted through the channel to the legitimate receiver (Bob), while Eve gets access to $X$ and attempts to recover the original message $W$. The system is said to have perfect secrecy, if for the Eve, the a posteriori probability of $W$ given $X$ is equal to the a priori probabilities of $W$ for all $X$, i.e.,

$$H(W | X) = H(W), \text{ or, } I(W; X) = 0.$$  \hfill (2.1)

![Shannon’s model of a secrecy system.](image-url)
\( H(W \mid X) \) is called *equivocation* in [118], which measures Eve’s uncertainty about \( W \) when it observes \( X \). Equation (2.1) implies that the perfect secrecy is achieved when the ciphertext \( X \) is statistically independent with the message \( W \), i.e., Eve cannot extract any new information about \( W \) based on the observation of \( X \). This security is in the sense of information theory, and is the strongest notion of security we can achieve. However, to achieve perfect secrecy, the key size should be at least as large as the message size, i.e., \( H(W) \leq H(K) \), which makes it very difficult to implement in practice.

### 2.1.2 Wyner Wiretap Channel

The wiretap channel model was proposed in [119]. As shown in Fig. 2.2, Alice encodes a message \( W \) to a codeword \( X^n \) and transmits it through a noisy discrete memoryless channel (DMC) (main channel) to Bob, where the message is uniformly distributed over the message set \( \{1, 2, \ldots, 2^{nR}\} \), with \( R \) and \( n \) denoting the communication rate and the block length. The observation of Bob is denoted as \( Y^n \), which is subsequently passed through a wiretap channel and received by Eve as \( Z^n \). The perfect secrecy condition was denoted by

\[
\lim_{n \to \infty} \frac{1}{n} I(W ; Z^n) = 0. \tag{2.2}
\]

Note that it only requires the block-length-normalized mutual information at Eve vanishes when the block length goes to infinity, thus (2.2) is termed as weak
secrecy condition. It can also be extended to a strong secrecy condition as

$$\lim_{n \to \infty} I(W; Z^n) = 0.$$  \hfill (2.3)

Note that both the weak and strong secrecy in (2.2) and (2.3) are relaxed by the infinite block length compared to Shannon’s perfect secrecy.

### 2.1.3 Single-Antenna Wiretap Channel

Secrecy capacity is the most common performance metrics in physical layer security to characterize the secrecy transmission efficiency, which is defined as the supremum of the communication rates at which reliability and security can be achieved simultaneously. For a general DMC broadcast wiretap channel, as shown in Fig. 2.3, the secrecy capacity was mathematically expressed as\cite{Wyner}

$$C_s = \max_{P_{UX}P_{Y|X}} (I(U; Y) - I(U; Z)), \hfill (2.4)$$

where $U$ is an auxiliary variable satisfying the Markov chain $U \to X \to (Y, Z)$. Equation (2.4) implies that the secrecy capacity can be characterized by the largest capacity difference between the main channel and wiretap channel. However, due to the existence of $U$, it is difficult to optimize this general secrecy capacity. In Wyner’s original work, the wiretap channel is a degraded version of the main channel, $X$ and $Z$ are conditionally independent given $Y$, i.e., $P_{YZ|X} = P_{Y|X}P_{Z|Y}$, and $X, Y, Z$ satisfy the Markov chain $X \to Y \to Z$. Then the secrecy capacity
is simplified as
\[ C_s = \max_{p(X)} (I(X; Y) - I(X; Z)). \] (2.5)

Hence, secrecy capacity is usually obtained by solving a non-convex optimization problem over all possible distributions \( p(X) \).

To get some closed-form expressions of secrecy capacity, AWGN wiretap channel was further investigated and thus (2.5) can be simplified as [78]

\[ C_s = [C_b - C_e]^+, \] (2.6)

where \( C_b \) and \( C_e \) are the main channel capacity and eavesdropping capacity, respectively.

The above secrecy capacity is only defined for fixed channels. To measure the average secrecy capacity in fading channels, ESC is the main performance metrics. For a single-input single-output (SISO) channel wiretapped by a single antenna Eve in the presence of AWGN noise, the received signals at Bob and Eve are given by

\[ y_b = h_b x + n_b, \]
\[ y_e = h_e x + n_e, \] (2.7)

where \( h_b \) and \( h_e \) denote the independent identically distributed (i.i.d.) channel fading coefficients, \( n_b \) and \( n_e \) are AWGN components with zero-mean and variances \( \sigma_b^2 \) and \( \sigma_e^2 \), respectively. In addition, the transmit signal satisfies the power constraint, i.e., \( \mathbb{E}[x^2] \leq P \). Then the secrecy capacity can be expressed as

\[ C_s = \max_{\mathbb{E}[P_t] \leq P} \mathbb{E} \left[ \log_2 \left( 1 + \frac{P_t |h_b|^2}{\sigma_b^2} \right) - \log_2 \left( 1 + \frac{P_t |h_e|^2}{\sigma_e^2} \right) \right]^+. \] (2.8)

Note that when the instantaneous CSI of both channels is available at the transmitter side, the transmit power is optimized over the \( h_b \) and \( h_e \), while when only the instantaneous CSI of the main channel and statistical CSI of the wiretap
channel is available, the optimization is based on $h_b$ only.

For the quasi-static fading channels, encoding over multiple channel blocks may not be suitable for delay-critical applications. Moreover, due to the fading effect, secrecy cannot be always guaranteed. In this case, the SOP becomes a more suitable performance metric. The secrecy outage probability characterizes the event when the instantaneous secrecy capacity $C_s$ cannot support a target secrecy rate $R_s$, i.e., $p_{so} = \mathbb{P}(C_s < R_s)$. In practice, with the instantaneous CSI of the main channel, Alice may adaptively change its transmission rate to satisfy the SOP requirement. In this case, secrecy throughput can be used to characterize the achievable secrecy rate over all channel realizations subject to a fixed SOP.

Note that to evaluate the secrecy more efficiently, sometimes we simply use the Gaussian signal and evaluate the achievable secrecy rate, which is defined as

$$R_s = [R_b - R_e]^+, \quad (2.9)$$

where $R_b$ and $R_e$ are the achievable rates of the main and wiretap channels with Gaussian codebook, respectively.

### 2.1.4 MIMO Wiretap Channel

Consider a Gaussian MIMO wiretap channel as shown in Fig. 2.4, where the transmitter, legitimate receiver, and eavesdropper are equipped with $N_t$, $N_r$, and $N_e$ antennas, respectively. Then the received signals at the legitimate receiver and the eavesdropper are given by

$$y_b = H_b x + n_b \quad (2.10)$$

and

$$y_e = H_e x + n_e, \quad (2.11)$$
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respectively, where $H_b \in \mathbb{C}^{N_r \times N_t}$, $H_e \in \mathbb{C}^{N_r \times N_e}$ are the MIMO channels with each entry being a complex Gaussian component. $n_b$ and $n_e$ are the AWGN vector with zero mean and unit variance. $x \in \mathbb{C}^{N_t \times 1}$ is the transmit signal vector with covariance $\mathbb{E}[xx^H] = Q$ with average power constraint $\text{tr}(Q) \leq P$.

When full CSI of Bob and Eve is available at the transmitter side, the secrecy capacity is given by [81]

$$C_s = \max_{Q \succeq 0, \text{tr}(Q) \leq P} \log \det(I + H_b Q H_b^H) - \log \det(I + H_e Q H_e^H), \quad (2.12)$$

where $\det(\cdot)$ denotes the determinant operation. In [81,121], it was shown that an asymptotically optimal (high SNR) scheme is to apply a transmit precoder based upon the generalized singular value decomposition (GSVD) of the pencil $(H_b, H_e)$, which decomposes the system into parallel channels. For a simplified case that Bob is only equipped with one antenna, i.e., $N_r = 1$, the optimal transmit beamformer is obtained as the generalized eigenvector corresponding to the largest generalized eigenvalue of $(h_b, H_e)$. Moreover, it was proved that the ergodic secrecy rate strictly increases with the SNR [25].

However, the CSI of Eve may not be available in practice due to the passive property of Eve, when only the statistical channel information of Eve is available
at the transmitter, i.e., \( \mathbf{H}_e \sim (0, \Sigma_e) \), then the ergodic secrecy rate is

\[
C_s = \max_{\mathbf{Q} \succeq \mathbf{0}, \text{tr}(\mathbf{Q}) \leq \mathbf{P}} \mathbb{E}_{\mathbf{H}_e} \left[ \log \det(\mathbf{I} + \mathbf{H}_b \mathbf{Q} \mathbf{H}_b^H) - \log \det(\mathbf{I} + \mathbf{H}_e \mathbf{Q} \mathbf{H}_e^H) \right].
\]  \quad (2.13)

In this case, AN may be injected into the nullspace of the legitimate channel to degrade the reception of the Eve \footnote{[88]}. Note that when perfect CSI of the legitimate channel is not available due to the imperfect feedback in FDD systems or imperfect channel estimation in TDD systems, more information will be leaked to Eves, resulting in severe secrecy degradation \footnote{[122, 123]}, and thus robust solutions are required \footnote{[83, 84]}.  

2.1.5 Untrusted Relay Channel

The relay channel with colocated Eve was first considered in \footnote{[124]}, where the source node wishes to use the relay channel to send confidential information to the destination without information leakage to the relay node. In \footnote{[20]}, the achievable region of rate pairs \( (R_1, R_e) \) was derived for the general untrusted relay channel. For a Gaussian relay channel case with compress-and-forward protocol and orthogonal relay-to-destination channel as shown in Fig. 2.5,

\[
\begin{align*}
Y_D &= X + Z_D, Y_r = aX + Z_r, \\
Y_R &= bX_r + Z_R.
\end{align*}
\]  \quad (2.14)

where \( Z_D, Z_r, \) and \( Z_R \) are independent real Gaussian random variables with zero mean and unit variance. \( a \) and \( b \) are the channel gains. Then by assuming that \( X \sim \mathcal{CN}(0, p) \), \( X_r \sim \mathcal{CN}(0, P_r) \), the achievable rate region is given by \footnote{[20]}

\[
\bigcup_{0 \leq p \leq \mathbf{P}} \left\{ 0 \leq R_e \leq R_1 < C(p + \frac{\sigma^2}{1 + \sigma^2}) \right\},
\]  \quad (2.15)

where

\[
\sigma^2 = \frac{(a^2 + 1)p + 1}{b^2 P_r (p + 1)}.
\]  \quad (2.16)
It then can be concluded that positive secrecy rate can be achieved if the relay-to-destination channel gain, $b$, is large enough. Note that the relay node may also employ AF protocol, for a standard AF relaying protocol with channel fading, the secrecy rate is given by

$$C_s = \left[ \frac{1}{2} \log(1 + \frac{\gamma_{sr} \gamma_{rd}}{1 + \gamma_{sr} + \gamma_{rd}}) - \frac{1}{2} \log(1 + \gamma_{sr}) \right]^+, \quad (2.17)$$

where $\gamma_{sr}$ and $\gamma_{rd}$ denote the effective SNR of the source-to-relay and relay-to-destination channel, respectively. From (2.17), we can observe that the secrecy capacity is always zero. However, it was proved in [19] that positive secrecy rate can be achieved through destination-aided jamming or cooperative jamming from external nodes. The ergodic secrecy capacity was analyzed in [23, 74] through large system analysis.

For a relaying network with multiple untrusted relay nodes, the achievable secrecy capacity with destination-aided jamming and distributed beamforming (DBF) or opportunistic relaying (OR) was given by [24]

$$C_s^{DBF} = \left[ \frac{1}{2} \log \left( 1 + \sum_{k=1}^{K} \frac{\rho_s \rho_r \gamma_{sk} \gamma_{kd}}{1 + \rho_s \gamma_{sk} + (\rho_d + \rho_r) \gamma_{kd}} \right) - \frac{1}{2} \log \left( 1 + \max_k \frac{\rho_s \gamma_{sk}}{1 + \rho_d \gamma_{kd}} \right) \right]^+ \quad (2.18)$$

and

$$C_s^{OR} = \left[ \frac{1}{2} \log \left( 1 + \max_k \frac{\rho_s \rho_r \gamma_{sk} \gamma_{kd}}{1 + \rho_s \gamma_{sk} + (\rho_d + \rho_r) \gamma_{kd}} \right) - \frac{1}{2} \log \left( 1 + \max_k \frac{\rho_s \gamma_{sk}}{1 + \rho_d \gamma_{kd}} \right) \right]^+, \quad (2.19)$$
respectively, where \( \rho_s, \rho_r, \) and \( \rho_d \) denote the normalized transmit power of the source, relay, and destination node, respectively. In addition, \( \gamma_{sk} = |h_{sk}|^2, \gamma_{kd} = |h_{kd}|^2. \) Through asymptotic analysis at high SNR regions, it was shown that

\[
\begin{align*}
C_{DBF}^s & \sim \frac{1}{2} \log K, \\
C_{OR}^s & \sim \frac{1}{2} \log \frac{3}{2},
\end{align*}
\]

which reveals that the DBF can achieve the same scaling law as of the trusted relay nodes case. Moreover, for the secrecy diversity order, it was derived as follows

\[
\begin{align*}
P_{DBF}^{out} & \sim G_0^{-K+1} \frac{1}{\rho} + \mathcal{O}(\frac{1}{\rho^2}), \\
P_{OR}^{out} & \sim G_1 \frac{K^2}{K-1} \frac{1}{\rho} + \mathcal{O}(\frac{1}{\rho^2}),
\end{align*}
\]

where \( G_0 \) and \( G_1 \) stand for the constant. Therefore, both the DBF scheme and the OR scheme can only achieve a secrecy diversity order of one.

### 2.2 Stochastic Geometry

Stochastic geometry is a powerful tool to characterize the spatial randomness in future wireless networks, including location, fading, shadowing, and power control. Due to the tractability of PPP models, stochastic geometry analysis with PPP models can also produce closed-form analytical results, providing very useful insights for network design which are usually very difficult to obtain from computation intensive simulations.

Point process (PP) is the basic spatial model to model the spatial randomness of BSs and users in a large-scale network, which is defined as a measurement mapping \( \Phi \) from some probability spaces to the space of point measures on area \( A. \) As shown in Fig. 2.6, suppose that the BSs are extracted from a two-dimension PP \( \Phi = \{x_i, i \in \mathbb{N}\}, \) where \( x_i \) represents the location of the \( i \)th BS, and the position of users follow an independent PP. With the nearest BS association rule,
Figure 2.6: A random network model, where the solid circles and squares denote the BSs and users, respectively.

The received signal at a certain user can be expressed as

\[ y_0 = \sqrt{P} h_0 s_0 + \sum_{i \in \Phi \setminus \{0\}} \sqrt{P} h_i s_i + n_0, \quad (2.22) \]

where \( h_i \) denotes the channel fading coefficients, consisting of both small-scale fading and the distance dependent path loss. Note that due to the random number and locations of interferers, it is mathematically intractable to derive the probability density function (PDF) of \( I \) using conventional methods.

Thanks to the tractable results from Campbell’s theorem [125, Theorem 4.1] and the probability generating functional (PGFL) [125, Definition 4.3] using stochastic geometry, the interference property can be statistically characterized using the characteristic or moment functions.

**Theorem 2.1** (Campbell’s Theorem). Let \( \Phi \) be a PP in \( \mathbb{R}^d \) and \( f : \mathbb{R}^d \to \mathbb{R} \) be a measurable function, then

\[ \mathbb{E} \left[ \sum_{x_i \in \Phi} f(x_i) \right] = \int_{\mathbb{R}^d} f(x) \Lambda(dx), \quad (2.23) \]
where $\Lambda(dx)$ is the intensity measure of $\Phi$. In case of PPs in $\mathbb{R}^2$, it reduces to

$$
\mathbb{E} \left[ \sum_{x_i \in \Phi} f(x_i) \right] = \int_{\mathbb{R}^2} f(x) \lambda(x) dx, \quad (2.24)
$$

Definition 2.1. Let $\mathcal{F}$ be a family of all measurable functions $f : \mathbb{R}^d \mapsto [0, 1]$ such that $1 - f$ has bounded support. For $f \in \mathcal{F}$, the PGFL of the PP $\Phi$ is defined as

$$
G(v) \triangleq \mathbb{E} \left[ \prod_{x_i \in \Phi} f(x_i) \right] = \int_N \prod_{x \in \varphi} f(x) P(d\varphi). \quad (2.25)
$$

While the Campbell’s theorem takes an expectation over a random sum, and can be used to calculate the mean and variance of the aggregate interference power, the PGFL takes an expectation over a random product and may be used to evaluate the characteristic function. To obtain some tractable results about the PGFL, a special kind of PP has been widely used in wireless networks, which is defined as follows.

Definition 2.2 (Poisson point process (PPP)). A PP $\Phi = \{x_i\} \subset \mathbb{R}^d$ is a PPP if and only if the number of points inside any compact set $B \subset \mathbb{R}^d$ is a Poisson random variable, and the number of points in disjoint sets are independent. In particular, if the intensity measure satisfies $\Lambda(A) = \lambda |A|$, then $\Phi$ is a homogenous PPP with intensity $\lambda$.

Following this definition, additional operations on a PPP such as superposition, thinning and displacement result in invariant laws, which greatly facilitate the theoretical analysis in practice. Particularly, by relating the PGFL with the Laplace transform of interference, the average performance of random networks, like the coverage probability and outage probability can be evaluated more efficiently.

Lemma 2.1. For a PPP $\Phi \subset \mathbb{R}^d$ with intensity measure $\Lambda$, then the PGFL becomes

$$
\mathbb{E} \left[ \prod_{x_i \in \Phi} f(x_i) \right] = \exp \left( - \int_{\mathbb{R}^d} (1 - f(x)) \Lambda(dx) \right). \quad (2.26)
$$
Chapter 2. Fundamental Concepts

2.3 Game Theory

Game theory is another important tool in security areas to study the interaction and competitive decision-making process between legitimate transmitters and smart Eves or attackers. Since the legitimate transmitter and the Eves or attackers usually have conflict interests and they are unlikely to coordinate the actions before the game in practice, the interactive process is usually considered within the framework of non-cooperative game, which models the competitive situation where each player takes its decision independently of the other players. In this section, we briefly summarize some most important concepts in non-cooperative game to facilitate the description in Chapter 5; more detailed descriptions and proofs can be found in [126].

**Definition 2.3.** A strategic non-cooperative game is a triplet \( G = (N, S_i, u_i), i \in N \), where

- \( N \) is a finite set of players, i.e., \( N = \{1, 2, \ldots, N\} \);

- \( S_i \) is a set of strategies for player \( i \);

- \( u_i : S \rightarrow \mathbb{R} \) is the utility function of player \( i \), \( S \) is the Cartesian product of all the strategy set.

Following this, denote \( s_{-i} = [s_j]_{j \in N, j \neq i} \) as the strategies of all players except \( i \), and \( s = (s_i, s_{-i}) \) as a strategy profile. When the set of each player’s strategy \( S_i \) is finite, the game is called a finite game. In addition, if all the elements (the number of players, the strategy space, and payoff function, etc.) are common knowledge to all players, it is also referred as a game with complete information, otherwise the game is said to be an incomplete information game.

The solution of a non-cooperative game is usually characterized by NE, which defines a strategy profile that none of the players can unilaterally change its strategy to increase its payoff or utility, if the other players maintain their current strategies. For a pure strategy non-cooperative game, NE can be mathematically
expressed as

\[ u_i(s_i^*, s_{-i}^*) \geq u_i(s_i, s_{-i}^*), \forall s_i \in S_i. \]  

(2.27)

The NE can also be characterized by the best-response function, specifically a strategy profile \( s^* \in S \) is a NE of a non-cooperative game if and only if every user’s strategy is a best response to the other player’s strategies. Then the existence and uniqueness of NE can be characterized by the following theorems.

**Definition 2.4.** A function \( g : S \rightarrow \mathbb{R}^N_+ \) is said to be standard if it satisfies

- **Monotonicity:** \( \forall s, s' \in S, s \leq s' \Rightarrow g(s) \leq g(s') \);
- **Scalability:** \( \forall \alpha > 0, s \in S, g(\alpha s) \leq \alpha g(s) \).

Following this definition, we can obtain two important properties for a standard function: 1) if the fixed point exists, then it is unique; 2) the fixed-point iteration will eventually converge to this unique fixed point. Then the following theorem can be proved.

**Theorem 2.2.** If the best-response functions of a non-cooperative game are standard functions for all players, then the game has a unique Nash equilibrium in pure strategies.

For the cases that the best-response function cannot be expressed in closed form, the existence of the NE can be guaranteed by the following theorem.

**Theorem 2.3.** A non-cooperative game in strategic form has at least one pure-strategy Nash equilibrium if the following conditions are satisfied:

- the strategy space \( S_i \) is non-empty, compact and convex subset of the Euclidean space;
- the utility function \( u_i(s_i, s_{-i}^*) \) is continuous in the strategy profile;
- each player’s utility function \( u_i(s_i, s_{-i}^*) \) is quasi-concave in its own strategy \( s_i \).
2.4 mmWave Communication

Network densification through the massive deployment of small cells is a key technique to improve the capacity, coverage, and spectrum and energy efficiency. In addition, by enabling mmWave communications at the small cell BSs, significant capacity enhancement can be achieved by utilizing the vast available spectrum at mmWave frequencies. In particular, the high throughput mmWave links provide cost-efficient wireless backhauls for small cell BSs in areas where it is too costly to install wire or fiber connections. Due to the high carrier frequencies, the mmWave signals are more sensitive to blockage and cannot penetrate through buildings. Hence, to realize universal coverage, it is more likely that mmWave small-cell will co-exist with traditional sub-6 GHz macro-cell network [128, 129], as shown in Fig. 2.7.

To characterize the blockage of mmWave signal, the ball model [130], line-of-sight (LoS) ball model [131], two-ball blockage model [132], and the exponential blockage model [129, 133] have been proposed in mmWave networks. Specifically, for the ball blockage model in [130], a link with distance \( r \) is a LoS link with probability \( p_L(r) \), which is given by

\[
p_L(r) = \begin{cases} 
C, & \text{if } r \leq D \\
0, & \text{otherwise,}
\end{cases}
\]

(2.28)

where \( 0 \leq C \leq 1 \) and \( D \) are environment dependent constants and can be obtained through field measurement.

Due to the blockage effect, different path loss laws should be adopted for LoS or non-LoS (NLoS) links in mmWave communications, i.e.,

\[
PL = \begin{cases} 
c_L R^{-\alpha_L}, & \text{for LoS link,} \\
c_N R^{-\alpha_N}, & \text{otherwise.}
\end{cases}
\]

(2.29)
Note that $c_L$ and $c_N$ are path losses for LoS and NLoS links at a reference distance. To compensate the severe path loss, mmWave BSs are usually equipped with large antenna arrays and implement directional beamforming. For the ease of analysis, the antenna pattern is usually approximated by a sectored antenna model

$$G(\theta) = \begin{cases} G_A, & \text{if } |\theta| \leq \theta_A, \\ g_A, & \text{otherwise.} \end{cases}$$

(2.30)

where $\theta_A$ is the main lobe beamwidth, and $G_A$ and $g_A$ are array gains of the main lobe and side lobe, respectively. With directional beamforming, Rayleigh fading assumption is not suitable for mmWave systems anymore and in most cases it is reasonable to neglect the small-scale fading.

Since mmWave channels usually have limited scattering, geometric channel models with $L$ paths are usually adopted [134–136]. With this model, the channel between an $N_{BS}$ antenna BS and $N_{MS}$ antenna user can be expressed as

$$H = \sum_{l=1}^{L} \beta_l a_{BS}(\theta_l)a_{MS}(\varphi_l),$$

(2.31)
where $\beta_l$ is the channel gain of the $l$th path, $\mathbf{a}_{BS}(\cdot)$ and $\mathbf{a}_{MS}(\cdot)$ are the steering vectors at the BS and user, with $\theta_l^l, \phi_l^l \in [0, 2\pi]$ being the angle of arrival (AoA) or angle of departure (AoD) at the BS and user. For a uniform linear array (ULA) with element spacing $d$, the steering vector can be expressed as

$$
\mathbf{a}_{BS}(\theta_l) = \left[1, e^{-j \frac{2\pi}{\lambda} d \sin(\theta_l)}, \ldots, e^{-j \frac{2\pi}{\lambda} (N_{BS}-1)d \sin(\theta_l)} \right]^T.
$$

(2.32)
Chapter 3

Secure Successive AF Relaying Network with Untrusted Nodes

3.1 Introduction

In this chapter, the secrecy performance of an AF relaying network with multiple untrusted relay nodes is investigated. The untrusted nodes can help to forward the received signal and they may also try to decode such information, which can be regarded as potential Eves. To improve the achievable secrecy diversity order, we propose a successive relaying scheme, where the multi-antenna source transmits to two selected relay nodes alternately and each node forwards the received information to the destination subsequently. Through proper scheduling, the conventional detrimental IRI can be used to jam the untrusted nodes without external helpers. Considering different complexity requirements, several relay selection schemes are proposed, and the closed-form expressions of the lower bound of SOP are derived accordingly. Asymptotic analysis is also conducted to derive the achievable diversity order. It is shown that a maximum secrecy diversity order of $N - 1$ can be achieved for a $N$ relay nodes system with the proposed relay selection scheme. Moreover, the spectral efficiency is improved dramatically with the successive relaying scheme.
3.2 System Model and Problem Statement

We consider an AF HD relaying network, where a source (S) communicates with a destination (D) with the assistance of N relay nodes, as shown in Fig. 3.1. The relay nodes act both as cooperative helpers and potential Eves, but they are non-colluding and do not make any malicious attack. Each node except S is equipped with one antenna each, and S is equipped with $N_T$ antennas. It is understood that there is no direct link between S and D due to the long distance between them. All the channels are assumed to be quasi-static block-fading channels, where channel fading coefficients remain unchanged during a fading block of $L$ time slots, but change randomly from one block to another. The value of $L$ is assumed to vary randomly. We also assume that perfect CSI of all channels is available, as assumed in [137], and relay selection is done before each transmission based on different selection criteria described in the next section. Channel reciprocity is also assumed.

In certain fading block, we assume that only the $i$th relay ($R_i$) and the $j$th relay ($R_j$) are activated, and all the remaining relay nodes keep silent. Without loss of generality, we assume that in the even time slot, S sends signal $x(t)$ to $R_j$ and $R_i$ forwards the previously received signal $y_{R_i}(t-1)$ to D, where $x(t) = w(t)s(t)$, $w(t)$ and $s(t)$ are the beamforming vector and data symbol in the $t$th time slot, respectively, and $\mathbb{E}[|s(t)|^2] = 1$. Thus, the IRI from $R_i$ can confuse the decoding...
of $R_j$, as long as $R_j$ does not know $y_{R_i}(t-1)$. In practice, this can be realized by ZFBF at the source, i.e., \[ w(t) = \left( I - \bar{H}_k \bar{H}_k^H \bar{H}_k \right) h_k^* \right\| \right): \]

where $k = j$ when $t$ is even and $k = i$ otherwise. Note that $h_i = [h_1, \ldots, h_N]^T$ and $h_i \sim \mathcal{CN}(0, \delta_i^2)$ denotes the fading channel from the S to $R_i$, and $\bar{H}_k$ is the channel matrix from S to all the relay nodes except the $k$th one. For the feasibility of ZFBF, the number of antennas at S, $N_T$, must be no less than the number of untrusted relay nodes, $N$. Similarly, in the odd time slot, where $t$ is odd, S sends signal $x(t)$ to $R_i$ and $R_j$ forwards the previously received signal $y_{R_j}(t-1)$ to D, causing interference to the decoding of $R_i$. In this case, the detrimental IRI becomes a beneficial factor to the secrecy of the system. The received signals at $R_i$ and $R_j$ in the $t$th time slot ($t \geq 2$) can be written respectively as

$$y_{R_i}(t) = \sqrt{P_s} h_i^T x(t) + \sqrt{P_r} \alpha_{ji} x_{R_j}(t) + n_{R_i}(t), \ t \ odd,$$

and

$$y_{R_j}(t) = \sqrt{P_s} h_j^T x(t) + \sqrt{P_r} \alpha_{ij} x_{R_i}(t) + n_{R_j}(t), \ t \ even,$$

where $P_s$ and $P_r$ are the transmit power levels of S and the relay, respectively. Note that $g_i \sim \mathcal{CN}(0, \delta_i^2)$ denotes the fading channel from $R_i$ to D. Similar definition applies to $g_j$. $\alpha_{ij} \sim \mathcal{CN}(0, \delta_{a}^2)$ denotes the IRI channel between the $i$th relay and the $j$th relay. $n_{R_i}(t)$ and $n_{R_j}(t)$ are the zero-mean additive Gaussian noise at relay nodes $R_i$ and $R_j$ with variance $\sigma^2$. $x_{R_j}(t) = \beta_j(t)y_{R_j}(t-1)$, and $x_{R_i}(t) = \beta_i(t)y_{R_i}(t-1)$ are the transmitted signal from the relay nodes $R_j$ and $R_i$, respectively, where $\beta_j(t)$ and $\beta_i(t)$ are the power scaling gains used to normalize the power of the transmitted signal at the relay nodes and are given by

$$\beta_j(t) = \sqrt{\frac{1}{P_s |h_j^T w_j|^2 + P_r |\alpha_{ij}|^2 + \sigma^2}}, \ t \ is \ odd,$$
Table 3.1: The Transmission Protocol of AF Successive Relaying, when $L$ is even.

<table>
<thead>
<tr>
<th>Node No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>...</th>
<th>$L-1$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>$x_1$</td>
<td>$x_2$</td>
<td>$x_3$</td>
<td>...</td>
<td>$x_{L-1}$</td>
<td></td>
</tr>
<tr>
<td>$R_i$</td>
<td>Rx: $y_{R_i,1}$</td>
<td>Tx: $x_{R_i,1}$</td>
<td>Rx: $y_{R_i,3}$</td>
<td>...</td>
<td>Rx: $y_{R_i,L-1}$</td>
<td>Tx: $x_{R_i,L-1}$</td>
</tr>
<tr>
<td>$R_j$</td>
<td>Rx: $y_{R_j,2}$, $x_{R_j,1}$</td>
<td>Tx: $x_{R_j,2}$</td>
<td>...</td>
<td>Tx: $x_{R_j,L-2}$</td>
<td>Rx: $\tilde{x}_{R_j,L-1}$</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>Rx: $y_{D,2}$</td>
<td>Rx: $y_{D,3}$</td>
<td>...</td>
<td>Rx: $y_{D,L-1}$</td>
<td>Rx: $y_{D,L}$</td>
<td></td>
</tr>
</tbody>
</table>

and

$$\beta_i(t) = \sqrt{\frac{1}{P_s |h_i^T w_i|^2 + P_r |\alpha_{ji}|^2 + \sigma^2}}, \ t \text{ is even}, \ (3.5)$$

respectively. Following that, the received signal at the destination in even and odd time slots can be expressed as

$$y_D(t) = \sqrt{P_s P_r g_i \beta_i(t) h_i^T x(t-1) + P_r g_i \beta_i(t) \alpha_{ji} x_{R_j}(t-1)}$$
$$+ \sqrt{P_r g_i \beta_i(t) n_{R_i}(t-1) + n_D(t)}, \ (3.6)$$

and

$$y_D(t) = \sqrt{P_s P_r g_j \beta_j(t) h_j^T x(t-1) + P_r g_j \beta_j(t) \alpha_{ij} x_{R_i}(t-1)}$$
$$+ \sqrt{P_r g_j \beta_j(t) n_{R_j}(t-1) + n_D(t)}, \ (3.7)$$

respectively, where $n_D(t)$ is the zero-mean additive Gaussian noise at D with variance $\sigma^2$. Notice that, in the first time slot, S sends non-information bearing signal, since security in this slot cannot be guaranteed without IRI. Thus, the received signal at D in the second time slot is not considered when calculating the secrecy rate. The whole transmission procedure is shown in Table 3.1. In Table 3.1, $\tilde{x}_{R_i}(t)$ denotes the received signal of $x_{R_i}(t)$ after passing through the IRI channel. Similar definition applies to $\tilde{x}_{R_j}(t)$.

It can be seen from (3.6) and (3.7) that the received signal contains IRI. Assume that the destination can store the received signal of the previous slot, and the IRI channel is available, then interference cancellation methods \cite{137} can be applied.
at each time slot. As \( x_{R_i}(t) = (y_D(t) - n_D(t))/\sqrt{P_r g_i} \), the received signals after IRI cancellation in even and odd time slots can be rewritten as

\[
\tilde{y}_D(t) = \sqrt{P_s P_r g_i \beta_i(t)} h_i^T w_i s(t-1) - \sqrt{P_r g_i \beta_i(t)} \alpha_i n_D(t-1)/g_j + \sqrt{P_r g_i \beta_i(t)} n_{R_i}(t-1) + n_D(t),
\]

and

\[
\tilde{y}_D(t) = \sqrt{P_s P_r g_j \beta_j(t)} h_j^T w_i s(t-1) - \sqrt{P_r g_j \beta_j(t)} \alpha_i n_D(t-1)/g_i + \sqrt{P_r g_j \beta_j(t)} n_{R_j}(t-1) + n_D(t),
\]

respectively. Notice that even though the IRI is removed, the noise component cannot be cancelled. To facilitate the analysis, we assume that both the signal from S and the IRI are much stronger than the noise components, and the noise effect can be ignored. Therefore, the SNR at the destination can be expressed as

\[
\gamma_{D,t} \approx \begin{cases} 
\frac{\gamma_{si} \gamma_{id}}{\gamma_{si} + \gamma_{ij}}, & 4 \leq t \leq L, \ t \text{ is even}, \\
\frac{\gamma_{sj} \gamma_{jd}}{\gamma_{sj} + \gamma_{ij}}, & 3 \leq t \leq L, \ t \text{ is odd}, 
\end{cases}
\]

where \( \gamma_{sm} = \bar{P}_s |h_m^T w_m|^2 \), \( \gamma_{md} = \bar{P}_r |g_m|^2 \), \( \gamma_{mn} = \bar{P}_r |\alpha_{mn}|^2 \), \( m, n \in \{i,j\} \) and \( n \) is the complement of \( m \). Note that \( \bar{P}_s = \frac{P_s}{\sigma_h^2} \) and \( \bar{P}_r = \frac{P_r}{\sigma_r^2} \) are the normalized transmit power levels. Similarly, the SNR at the untrusted relay can be approximated by

\[
\gamma_{R,t} \approx \begin{cases} 
\frac{\gamma_{sj}}{\gamma_{si}}, & 2 \leq t \leq L - 1, \ t \text{ is even}, \\
\frac{\gamma_{sj}}{\gamma_{ij}}, & 3 \leq t \leq L - 1, \ t \text{ is odd}. 
\end{cases}
\]

With the beamforming vector in (3.1), we know that \( \gamma_{sk} \sim \text{Gamma}(M, \lambda_h) \), where \( M = N_T - N + 1, \lambda_h = 1/(\bar{P}_s \delta_h) \). A similar proof can be found in Appendix C of [138]. Then the instantaneous secrecy rate can be calculated by [139]

\[
R_t = \left[ \log_2(1 + \gamma_{D,t}) - \log_2(1 + \gamma_{R,t-1}) \right]^+, \ 3 \leq t \leq L.
\]
Since the first packet from the S does not contain any useful information, D can discard it. We thus calculate the secrecy rate starting from the third time slot. For a given target secrecy rate $\bar{R}$, SOP denotes the probability that the instantaneous secrecy rate is lower than $\bar{R}$, i.e., $P_{out,t} = \mathbb{P}(R_t < \bar{R})$. Thus, the average SOP over one block time is

$$P_{out} = \begin{cases} \frac{L-2}{2L}P_{out,odd} + \frac{L-2}{2L}P_{out,even}, & L \text{ is even}, \\ \frac{L-1}{2L}P_{out,odd} + \frac{L-3}{2L}P_{out,even}, & L \text{ is odd}, \end{cases}$$

(3.13)

where $P_{out,odd}$ and $P_{out,even}$ denote the SOP in odd and even time slots, respectively. When $L$ is large enough\footnote{In [137], an example shows that for a scenario that given that the carrier frequency $f_c = 700$ MHz, the mobility velocity $v = 3$ km/h, and time slot duration $t_s = 1$ ms, $L$ is found to be $L = 52$. Thus, we can conclude that this approximation holds in many practical cases.}, it can be approximated by

$$P_{out} \approx \frac{1}{2}P_{out,odd} + \frac{1}{2}P_{out,even}. \quad (3.14)$$

### 3.3 Relay Selection Rules with Untrusted Nodes

#### 3.3.1 Optimal Successive Relay Selection

Since our target is to minimize the SOP, the optimal pair of the $i$th and $j$th nodes must be selected jointly according to the following criterion:

$$(ios, jos) = \arg \min_{i,j \in \mathbb{N}, i \neq j} P_{out}. \quad (3.15)$$

Note that the CSI of all relaying links as well as that of all inter-relay links has to be acquired. Moreover, due to the equal contribution of the two SOPs in the even and odd time slots, it is not straightforward to select the optimal relay nodes. Even though an exhaustive search method can be applied to select the optimal relay pair, it is impossible to derive the theoretical SOP expression. To facilitate the theoretical analysis and reduce the complexity, several sub-optimal selection...
methods are presented in the subsequent subsections.

### 3.3.2 Max-Min Relay Selection

Since the total SOP is determined by the worst case of either in odd or even time slots, we propose to use the max-min relay pair selection criterion which has been used in HD and FD relay systems [140], [141], by considering the two paths simultaneously, i.e.,

\[
(i_{MM}, j_{MM}) = \arg \max_{i, j \in N, i \neq j} \{\min\{R_{odd}, R_{even}\}\},
\]

(3.16)

where \(R_{odd}\) and \(R_{even}\) denote the secrecy rates in odd and even time slots, respectively.

With this selection scheme, theoretical analysis becomes possible, and theoretical SOP may be derived. However, this relay selection criterion still requires an exhaustive search, which is rather difficult to realize in practical systems especially when the number of relays is large. This motivates us to design the sub-optimal relay selection strategies with a lower complexity.

### 3.3.3 Max-Interference Relay Selection

In a conventional successive relay system, the IRI is detrimental to the system, whereas in our case, it is used as a source of jamming to degrade the Eve. Thus, we can simply select the relay pair with maximum IRI, i.e.,

\[
(i_{MI}, j_{MI}) = \arg \max_{i, j} \{\gamma_{ij}\}.
\]

(3.17)

### 3.3.4 Partial Relay Selection

As has been considered in [141], partial relay selection is an effective way to reduce the overhead by only considering the source-to-relay channel or relay-to-destination channel. For the proposed system, since the relay nodes are not trust-
worthy, we can simply select two nodes based on the channel quality from the
relay to the destination, i.e.,

\[(i_{PR}, j_{PR}) = \left\{ (i, j) \mid |g_i|^2, |g_j|^2 \geq \max_{k \in N \setminus \{i, j\}} |g_k|^2 \right\} \]  \hspace{1cm} (3.18)

### 3.4 Secrecy Outage Performance and Asymptotic Analysis

In this section, closed-form expressions of the lower bound of the SOP are derived
for different relay selection criteria presented in Section 3.3. The performance of
the benchmark single-path relaying scheme is also presented first. To get some
insights about the successive relaying scheme on the secrecy performance, asympto-
tic analysis is also conducted and the achievable diversity order is given.

#### 3.4.1 Benchmark Single-Path Relay Selection Scheme

In the conventional single-path AF relaying network, where a single-antenna source
communicates with a single-antenna destination with the assistance of multiple
non-colluding untrusted relay nodes, the diversity order has been analyzed in [24].
Here, for comparisons, we present the SOP of the system with a multi-antenna
source. To reduce the capacity of the untrusted relay, ZFBF is also adopted to
nullify the information leakage to other nodes. Since the relay nodes are not
trustworthy, the popular max-min criterion may not be the optimal scheme. In
order to improve the jamming effect, we simply select the active node by the
following criterion:

\[i_{SP} = \arg \max_{i \in N} |g_i|^2.\]   \hspace{1cm} (3.19)

Assume that \(P_d = (\theta - 1)P_r\), where \(\theta > 1\), then \(\gamma_d = (\theta - 1)\gamma_{id}\). The end-to-end
SNR and the SNR of the untrusted relays with destination aided jamming are
given by \[24\]
\[
\gamma_{s,i,d} = \frac{\gamma_{si}}{\gamma_{si} + \gamma_{id} + \gamma_{J} + 1},
\]
(3.20)
and
\[
\gamma_e = \frac{\gamma_{si}}{\gamma_{J} + 1},
\]
(3.21)
respectively. The cumulative distribution function (CDF) of \(\gamma_{id}\) is given by
\[
F_{\gamma_{id}}(x) = \left(1 - e^{-\lambda g x}\right)^{N},
\]
(3.22)
where \(\lambda g = 1/(\bar{P}_r \delta_g^2)\). Then we have
\[
P_{out}^{SP} = \mathbb{P}\left(\frac{1 + \gamma_{s,i,d}}{1 + \gamma_e} < \bar{\gamma}\right)
\approx \mathbb{P}\left(\frac{(\theta - 1)\gamma_{si}^2}{(\gamma_{si} + \theta \gamma_{id})(\gamma_{si} + (\theta - 1)\gamma_{id})} < \bar{\gamma}\right)
\]
(3.23)
where \(\bar{\gamma} = 2^R\). After some mathematical manipulations, we can obtain the following theorem.

**Theorem 3.1.** The SOP of the conventional single-path AF relaying with destination aided jamming is lower bounded by
\[
\mathcal{P}_{LB}^{SP} = 1 + e^{-\lambda h x} \sum_{m=M}^{\infty} \frac{(\lambda h x)^m}{m!} \left[ 1 - (1 - e^{-\lambda g x})^N \right]
- \sum_{m=M}^{\infty} \sum_{\tilde{m}} \lambda_g (\lambda h \mu \tilde{m})^m \frac{D_{-\tilde{m}}(\frac{q}{\sqrt{2p}})}{m!} 
- e^{\frac{q^2}{2\sigma^2}} \sum_{j=0}^{2m} \binom{2m}{j} (-\zeta)^j \left( \frac{\gamma(n, p\epsilon^2)}{2p^m} - \frac{\gamma(n, p\zeta^2)}{2p^n} \right),
\]
(3.24)
where \(\mu = \frac{\theta - 1}{\bar{\gamma}}\), \(p = \frac{(\theta - 1)\lambda h}{\bar{\gamma}}\), \(q = \lambda g + i\lambda h - \theta \lambda h\), \(\bar{m} = 2m + 1\), \(n = \frac{2m - j + 1}{2}\), \(\zeta = \frac{q}{2p}\), \(\epsilon' = \frac{\sigma^2}{\bar{\gamma}^2} + \zeta\).

\[
\sum_{i=0}^{N-1} \binom{N-1}{i} (-1)^i N.
\]
(3.25)

**Proof.** Please refer to Appendix A.1. ■
Note that the multiple summations and the complex forms of the Parabolic cylinder function make it difficult to obtain the exact diversity order; therefore, we only show the numerical results in the next section.

### 3.4.2 Max-Min Relay Selection

From (3.16), we observe that for the max-min selection scheme, the SOP is determined by the worst case of either the odd or even time slots. If the node pair \((i, j)\) is selected, from (3.10) and (3.11), we have

\[
\gamma_{even} \approx \frac{\gamma_{id}\gamma_{si}\gamma_{ij}}{\gamma_{si} + \gamma_{ij}} \ (a) < \gamma_{id} \min \left\{ \frac{\gamma_{si}}{\gamma_{ij}}, \frac{\gamma_{ij}}{\gamma_{ji}} \right\} \triangleq \gamma_{even, UB},
\]

(3.26)

where \((a)\) holds due to the fact that \(\frac{ab}{(a+b)^2} < \min\left(\frac{a}{b}, \frac{b}{a}\right)\). Similarly, for the odd time slots,

\[
\gamma_{odd, UB} = \gamma_{jd} \min \left\{ \frac{\gamma_{sj}}{\gamma_{ij}}, \frac{\gamma_{ij}}{\gamma_{sj}} \right\}.
\]

(3.27)

Define \(X_{ij} = \gamma_{even, UB}, Y_{ij} = \gamma_{odd, UB}\), and \(A_{ij} = \min(X_{ij}, Y_{ij})\), then

\[
P_{out}^{MM} > \p \left( \max_{i,j} A_{i,j} < \tilde{\gamma} \right) \triangleq P_{LB}^{MM}.
\]

(3.28)

Notice that \(X_{ij}\) and \(Y_{ij}\) are correlated with each other due to the identical IRI channel, thus it is nontrivial if not impossible to derive the CDF of their minimum value, \(A_{ij}\). On the other hand, the joint pair selection incurs correlation among each of the selected pairs, and makes it a challenge to derive the exact expression of the SOP. Notice that the relay nodes are usually quite close to each other compared with the source-to-relay and relay-to-destination distances, thus we can assume that all the IRI channel gains are the same. In this way, the optimal relay will be independent of \(\gamma_{ij}\). Let \(\gamma_{ij} = \gamma_a, \ \forall i,j\), then \(X_{ij}\) and \(Y_{ij}\) become
independent, and the max-min selection criterion can be expressed as

\[
(i_{MM}, j_{MM}) = \arg \max_{i,j \in N, i \neq j} \left\{ \min \left\{ \min \left( \frac{\gamma_{si} \gamma_{id}}{\gamma_a}, \frac{\gamma_{a} \gamma_{id}}{\gamma_{ai}} \right), \min \left( \frac{\gamma_{sj} \gamma_{jd}}{\gamma_a}, \frac{\gamma_{a} \gamma_{jd}}{\gamma_{aj}} \right) \right\} \right\}
\]  
(3.29)

Since \( X_{ij} \) and \( Y_{ij} \) are identically distributed, the maximum SNR using the above selected relay pair becomes the second largest value of \( \min \left\{ \frac{\gamma_{sl} \gamma_{ld}}{\gamma_a}, \frac{\gamma_{a} \gamma_{ld}}{\gamma_{al}} \right\}, \forall l \). Therefore, the lower bound of the SOP can be derived as follows.

**Theorem 3.2.** The lower bound of the SOP with the max-min relay selection scheme is given by

\[
P_{LB}^{MM} = Np_0^{N-1} - (N-1)p_0^N,
\]  
(3.30)

where

\[
p_0 = 1 - e^{-\lambda g\bar{\gamma}} + \lambda_g \mu_1 M \phi_M(\bar{\gamma}, \mu_1, \lambda_g) + \lambda_g M \mu_2 v(\bar{\gamma}, \mu_2, \lambda_g)
\]  
- \( \lambda_g \sum_{n=2}^{M} \binom{M}{n} (-\mu_2)^n \phi_n(\bar{\gamma}, \mu_2, \lambda_g),
\]  
(3.31)

with \( \mu_1 = \frac{\lambda_h}{\lambda_a}, \mu_2 = \frac{\lambda_g}{\lambda_a}, \lambda_a = \frac{1}{P_r \sigma_a^2} \), and

\[
\begin{align*}
  v(x, \mu, \lambda) &= e^{\mu \lambda} Ei(-(x + \mu)\lambda), \\
  \phi_n(x, \mu, \lambda) &= e^{-\lambda x} \sum_{k=1}^{n-1} \frac{(k-1)!(-\lambda)^n-k-1}{(n-1)!(x+\mu)^k} - \frac{(-\lambda)^{n-1}}{(n-1)!} e^{\mu \lambda} Ei(-(x + \mu)\lambda).
\end{align*}
\]  
(3.32)

**Proof.** Please refer to Appendix A.2. ■

To get some insights, the asymptotic analysis is given. To facilitate the analysis, we assume that \( \lambda_h = \lambda_g = k \lambda_a \triangleq \rho^{-1} \). The diversity order of the secure communication is given by

\[
d = - \lim_{\rho \to \infty} \frac{\log P_{out}}{\log \rho}.
\]  
(3.33)

Thus the diversity order can be derived as follows.
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**Corollary 3.1.** The diversity order of the max-min relay selection scheme is $N - 1$.

**Proof.** Since $e^x = \sum_{k=0}^{\infty} \frac{x^k}{k!}$, and from [1] eq. (8.214.1), for $x < 0$, we have

$$\text{Ei}(x) \approx C + \ln(-x) + \sum_{k=1}^{\infty} \frac{x^k}{k \cdot k!} = C + O(x), \quad (3.34)$$

where $C$ is the Euler constant. Thus,

$$\nu(x, \beta, \lambda) \approx C + O(\lambda), \quad (3.35)$$

and

$$\phi_n(x, \beta, \lambda) \approx \frac{1}{(n - 1)(x + \beta)^{n-1}} + O(\lambda). \quad (3.36)$$

After some mathematical manipulations, we can obtain

$$p_0 = G^{MM} \rho^{-1} + O(\rho^{-1}), \quad (3.37)$$

where

$$G^{MM} = \bar{\gamma} + \frac{\mu_1^M}{(M - 1)(\bar{\gamma} + \mu_1)^{M-1}} + M \mu_2 C - \sum_{n=2}^{M} \binom{M}{n} \frac{(-\mu_2)^n}{(n - 1)((\bar{\gamma} + \mu_1)^{n-1}}. \quad (3.38)$$

By substituting (3.37) into (3.30), one can readily obtain the conclusion. ■

Note that even though the diversity order analysis is based on the approximation that each IRI channel gain is identical, we can prove that it still holds for the general case. As we know, the diversity order reflects the number of independent fading paths between the source and the destination. By replacing $\gamma_a$ in (3.29) with $\gamma_{ij}$, we can find that the received SNR will approach zero only if at least $N - 1$ independent source-to-relay and relay-to-destination links suffer from deep fading. Therefore, the diversity order of the max-min selection scheme is $N - 1$. The proof is shown as follows using the mathematical induction method.
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Proof. Step 1: When \( N = 2 \), we can readily obtain the conclusion.

Step 2: Suppose that when \( N = K \), there are at least \( K - 1 \) channels suffer from deep fading to make the received SNR approach zero. Without loss of generality, let \( \gamma_{s1} = \gamma_{s2} = \ldots = \gamma_{s,K-1} \to 0 \), and \( A_{ij} \to 0, \forall i, j \in \{1, 2, \ldots, K\} \).

Step 3: When \( N \) is increased to \( K + 1 \), we have \( \binom{K+1}{2} - \binom{K}{2} = K \) more pairs, i.e., \( A_{K1}, \ldots, A_{KK} \), where \( K = K + 1 \). To make the total SNR approach zero, \( A_{K1} = \ldots = A_{KK} \to 0 \) must hold. From (3.26) and (3.27), we have

\[
A_{Kk} = \min \left\{ \gamma_{odd}^{Kk}, \gamma_{even}^{Kk} \right\}, \forall k = 1, \ldots, K,
\]

where \( \gamma_{odd}^{Kk} = \min \left\{ \frac{\gamma_{sk} \gamma_{kd}}{\gamma_{Kk}}, \frac{\gamma_{Kk} \gamma_{kd}}{\gamma_{sk}} \right\}, \gamma_{even}^{Kk} = \min \left\{ \frac{\gamma_{sk} \gamma_{kd}}{\gamma_{sk}}, \frac{\gamma_{Kk} \gamma_{kd}}{\gamma_{sk}} \right\} \). Based on the assumption of step 2, we have \( A_{K1} = A_{K2} = \ldots = A_{K,K-1} \to 0 \). To make \( A_{KK} \to 0 \), at least one more channel gain needs to be zero. Thus, there must be at least \( K \) channels to be zero to make the total SNR approach zero, i.e., the conclusion holds when \( N = K + 1 \).

This completes the proof.

3.4.3 Max-Interference Relay Selection

From (3.17), we know that the relay node pair selected by the max-interference relay selection criterion is only determined by the IRI channel, thus, the SOPs in both even and odd time slots are identical. Since the SOP in the even time slot is lower bounded by

\[
P_{out}^{MI} \geq \mathbb{P} \left( \gamma_{id} \min \left\{ \frac{\gamma_{si}}{\gamma_{ij}}, \frac{\gamma_{ij}}{\gamma_{si}} \right\} < \bar{\gamma} \right) \triangleq P_{LB}^{MI}, \tag{3.40}
\]

then the lower bound of the SOP can be derived similar to Theorem 3.2, which is given by the following theorem.

Theorem 3.3. The SOP with max-interference relay selection scheme is lower
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bounded by

\[
P_{LB}^{MI} = 1 - \sum \lambda_g \beta_1 M (\bar{\gamma}, \beta_1, \lambda_g) + \sum e^{-\lambda_g \bar{\gamma}} \nonumber
\]

\[
- \sum \lambda_g \left[ M \beta_2 \nu(\bar{\gamma}, \beta_2, \lambda_g) - \sum_{n=2}^{M} \binom{M}{n} (-\beta_2)^n \phi_n(\bar{\gamma}, \beta_2, \lambda_g) \right],
\]

where \( \beta_1 = \frac{\lambda_h}{\lambda_a} \), \( \beta_2 = \frac{i \lambda_h}{\lambda_a} \), and

\[
\tilde{\sum} = \sum_{i=1}^{N} \binom{N}{i} (-1)^i.
\]

Proof. Please refer to Appendix 3.3.

\[
\text{Corollary 3.2. The diversity order of the max-interference relay selection scheme is 1.}
\]

Proof. From the proof of Corollary 3.1 we already know that both \( \nu(x, \beta, \lambda) \) and \( \phi_n(x, \beta, \lambda) \) contain constant terms. Note that

\[
\sum_{k=0}^{N-1} \binom{N-1}{k} (-1)^k = 0.
\]

Thus,

\[
P_{LB}^{MI} = G^{MI} \rho^{-1} + O(\rho^{-1}),
\]

where

\[
G^{MI} = \bar{\gamma} - \tilde{\sum} \frac{\beta_1^M}{(M-1)(\bar{\gamma} + \beta_1)^{M-1}}
\]

\[
- \tilde{\sum} \left[ M \beta_2 C - \sum_{n=2}^{M} \binom{M}{n} \frac{(-\beta_2)^n}{(n-1)(\bar{\gamma} + \beta_2)^{n-1}} \right].
\]

This completes the proof.
3.4.4 Partial Relay Selection

Compared with the max-interference relay selection scheme, the CDF of $\gamma_{jd}$ becomes
\[
F_{\gamma_{jd}}(x) = \sum_{i=N-1}^{N} \binom{N}{i} (1 - e^{-\lambda_g x})^i e^{-(N-i)\lambda_g x}.
\] (3.46)

Then we can obtain the following theorem.

**Theorem 3.4.** The SOP with the partial relay selection scheme is lower bounded by
\[
\mathcal{P}_{\tau, LB}^{PRS} = 1 + \sum_{\tau} \lambda_g \mu_1^M \phi_M(\mu_1, \lambda_\tau) - \sum_{\tau} \frac{\lambda_g e^{-\lambda_g \gamma}}{\lambda_\tau} \mu_2 v(\mu_2, \lambda_\tau) - \sum_{n=2}^{M} \binom{M}{n} (-\mu_2)^n \phi_n(\mu_2, \lambda_\tau),
\]

where $\tau = 1$ for even time slots, and $\tau = 2$ otherwise. Note that $\lambda_1 = (i + 1)\lambda_g$, $\lambda_2 = (i + 2)\lambda_g$, and
\[
\sum_{i=0}^{N-2} \binom{N-1}{i} (-1)^i N(N-1). \tag{3.47}
\]

**Proof.** The proof is similar to Theorem 3.3 and is omitted for brevity. ■

With Theorem 3.4 we can derive the following corollary.

**Corollary 3.3.** The diversity order of the partial relay selection scheme is 1.

**Proof.** The proof is similar to that of Corollary 3.2. By using the following fact
\[
\sum_{k=0}^{N-1} \binom{N-1}{k} \frac{N(-1)^k}{k+1} = \sum_{k=0}^{N-1} \frac{(N-1)!}{k!(N-k-1)!} \frac{N(-1)^k}{k+1} = \sum_{k=0}^{N-1} \frac{N!(-1)^k}{(k+1)!(N-(k+1))!} \tag{3.48}
\]
\[
= - \sum_{n=1}^{N} \binom{N}{n} (-1)^n = 1,
\]
where \((b)\) is obtained by replacing \(k + 1\) as \(n\), we have

\[
P_{\tau, LB}^{PRS} = G_{\tau}^{PRS} \rho^{-1} + O(\rho^{-1}), \tag{3.49}
\]

where

\[
G_{\tau}^{PRS} = \sum_{\tau} \left[ \frac{\mu_1^M}{(M-1)(\bar{\gamma} + \mu_1)^{M-1}} + M\mu_2 C - \sum_{n=2}^{M} \left( \frac{(-\mu_2)^n}{(n-1)(\bar{\gamma} + \mu_2)^{n-1}} \right) \right]. \tag{3.50}
\]

This completes the proof. ■

### 3.5 Numerical Results and Discussions

In this section, simulation results are presented to validate the performance of the proposed schemes. We assume that all channels experience Rayleigh block fading with block length \(L\) being 50. The number of antennas of the source, \(N_T\), is set to be 10, whereas the number of the intermediate untrusted nodes, \(N\), is set to be either 3 or 4. The noise variances at the relay nodes and D are set to be 1, i.e., \(\sigma^2 = 1\). The power level of the source is set to be the same with the relay node, i.e., \(P_s = P_r\), and varies from 10 dB to 40 dB. We use SNR to denote the power levels. A symmetric channel is considered, i.e., \(\delta_2^2 h = \delta_2^2 g = 1\), and the IRI channel gain is set as \(\delta_2^2 a = 20\delta_2^2 h\).

Figure 3.2 plots the SOP versus SNR for different schemes, i.e., the single-path (SP) relaying scheme, the max-min (MM) relay selection scheme, the max-interference (MI) relay selection scheme, the partial relay selection (PRS) scheme, and the optimal relay selection scheme, when \(N = 3, N_T = 10, L = 50\), and target secrecy rate \(\bar{R} = 2\) bps/Hz. For the SP relaying scheme, we assume \(P_d = P_r\), i.e., \(\theta = 1\) for a fair comparison. We observe that the MM relay selection scheme achieves the best performance, which is quite close to the optimal selection scheme obtained by an exhaustive search. Besides, all the three different successive
relaying schemes outperform the conventional SP relaying scheme even though the destination assisted jamming is used. This shows the superiority of using successive relaying scheme for security in untrusted relay systems. In addition, the PRS scheme is much better than the MI relay selection scheme under the given parameters. This is because when the IRI is large enough, the capacity of the main channel is limited by the relay-to-destination link, the better the relay-to-destination channel, the higher capacity of the main channel will be. Since the MI scheme always selects the node pair with the strongest IRI, as the IRI increases, the power left for the useful signal will be lower. We also observe that the diversity order achieved by the MM schemes is equal to 2, while other successive relaying schemes can only achieve a diversity order of 1, which validates the theoretical analysis in Section 3.4. Moreover, the exact SOP curves are given by Monte Carlo simulations and they match well with the theoretical results.

When $N$ is increased to 4, the SOP results for different schemes are also evaluated, as shown in Fig. 3.3. Similar conclusions can be obtained. We can observe that a diversity order of larger than one can be achieved by the conventional SP relaying scheme, and it gradually approaches the MI scheme in high SNR region.
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![Figure 3.3: Secrecy outage probability vs SNR for different schemes, with $N = 4$, $L = 50$, and $\bar{R} = 2$ bps/Hz.](image)

The diversity order achieved by the MM scheme is equal to 3, while other successive relaying schemes can only achieve a diversity order of 1, which coincides with the theoretical results.

In Fig. 3.4, we plot the SOP of the proposed MM scheme versus different values of $N$. We can observe that increasing the number of untrusted relay nodes will improve the secrecy performance, which is different from the conventional SP relaying scheme. This is because, for the conventional SP relaying scheme, increasing the number of the untrusted relays will increase the Eve’s capacity since the eavesdropped information is determined by the maximum one among all the relay nodes. For the proposed system, since ZFBF is performed at the source, only the selected relay node can receive the signal from $S$. Thus, the capacity of the source-to-destination channel increases more than that of the eavesdropping capacity by increasing the number of untrusted relays, due to the increased diversity order. In Fig. 3.5, the SOP of the proposed MM scheme versus the target secrecy rate is shown, and similar conclusion can be obtained.

The effect of IRI on the SOP performance is evaluated in Fig. 3.6, where different transmit power levels are assumed. We observe that, in the low IRI
Figure 3.4: Secrecy outage probability vs SNR for different $N$, with $L = 50$, and $\hat{R} = 2$ bps/Hz.

Figure 3.5: Secrecy outage probability vs the target secrecy rate for different $N$, with $L = 50$ and SNR=20 dB.
region, increasing the IRI will greatly decrease the SOP. If IRI level is larger than $10$ (i.e., $\frac{\delta_a^2}{\delta_h^2} > 10$), increasing IRI will slightly degrade the SOP. This is because when IRI is strong enough, increasing the IRI further will reduce the useful signal power. Thus, the capacity of the main channel will be decreased due to the relay power constraint.

Lastly, the ESC is simulated with different schemes and different lengths of block fading $L$, as shown in Fig. 3.7. We observe that the proposed successive relaying scheme outperforms the conventional SP relaying scheme due to the successive transmission. With the increase of $L$, the secrecy rate is almost doubled with the successive relaying scheme, which further demonstrates the superiority of the successive relaying scheme.

### 3.6 Summary

In this chapter, a successive relaying scheme has been proposed to secure the AF relaying network with multiple untrusted nodes, where the detrimental IRI is used as a beneficial source to jam the untrusted nodes. To reduce the information leakage, ZFBF is used at the source node, and relay selection is implemented to
minimize the SOP. Considering different CSI availability and complexity, different relay pair selection schemes have been proposed. The closed-form expressions of the lower bound of SOP for different schemes are derived and diversity order analysis is presented as well. It has been shown that the SOP of the proposed max-min relay pair selection scheme approaches that of the optimal scheme, and a diversity order of $N - 1$ can be achieved, which greatly outperforms the existing schemes. Therefore, by employing the successive relaying scheme, secrecy performance can be improved by increasing the number of untrusted nodes.

Figure 3.7: Ergodic secrecy rate vs SNR for different schemes, where $N = 4$, $L = 10$, and 50.
Chapter 4

Secrecy Throughput Maximization for MISOME Wiretap Channels

4.1 Introduction

In this chapter, the secure transmission strategy for a MISOME system with coexistence of Bob and normal user (NU) is investigated. The NU and Bob require normal and secure data transmissions, respectively, and thus the stream for NU can be exploited to confuse the Eves. To guarantee the security of Bob, AN is also deliberately injected into the null space of Bob and NU. The power allocation among Bob, NU and AN, as well as the wiretap code rates, are jointly optimized to maximize the EST, under the average throughput constraint of NU. Both non-adaptive and adaptive transmission schemes are proposed, based on the statistical and instantaneous CSI of the legitimate channels, respectively. It is proven that the EST is a quasi-concave function of the secrecy rate and the power allocated to Bob, and for fixed wiretap code rates, the optimal power allocation is derived in a closed-form expression. An alternative optimization algorithm with guaranteed convergence is proposed to obtain the optimal parameters. Numerical results show
that the EST increases with the transmitting power and the number of transmit antennas, and decreases with the throughput constraint of NU. Improved EST can be achieved through injecting AN and concurrent transmission of Bob and NU.

4.2 System Model and Problem Statement

4.2.1 System Model and Preliminary

We consider secure communication between Alice and Bob in the presence of a NU and multiple non-colluding Eves. Alice has $N$ antennas while Bob, NU, and Eves are all equipped with one antenna each, as shown in Fig. 4.1. All wireless channels, including the main (Alice to Bob) and wiretap channels (Alice to Eves), experience Rayleigh fading. The channel vector related to legitimate node $k$ is expressed as $h_k \in \mathbb{C}^{N \times 1}$, where $h_k$, $k \in \{b, u\}$, is the fading coefficient vector with i.i.d. entries $h_{k,l} \sim \mathcal{CN}(0, \delta_k^2)$. The channel vector related to the $i$th Eve node is expressed as $g_i \in \mathbb{C}^{N \times 1}$, where $g_i$ is the fading coefficient vector with i.i.d. entries $g_{i,j} \sim \mathcal{CN}(0, \delta_g^2)$. We also assume that global CSI of all the legitimate channels and the statistical CSI of the Eves is available due to the passive eavesdropping, which is a very generic assumption and has been adopted in most of the works in physical-layer security \cite{29,31,89,90,92,93,95,104,138,143,146}.
Since Bob requires higher security clearance, with the instantaneous CSI of Bob, Alice adopts maximum-ratio transmission (MRT), i.e., the weighting vector for Bob’s message is \( w_b = \frac{h_b^*}{\| h_b \|} \). To eliminate the interference to Bob, the beamformer of NU should lie in the null space of \( h_b \), i.e.,

\[
w_u = \frac{\left( I - h_b (h_b^H h_b)^+ h_b^H \right) h_u^*}{\| \left( I - h_b (h_b^H h_b)^+ h_b^H \right) h_u^* \|}.
\] (4.1)

To improve the secrecy performance, Alice also injects AN into the null space of \([h_b, w_u]^T\) to avoid interfering with Bob and NU. Thus, the transmitted signal of Alice can be expressed as

\[
x = \sqrt{\phi_b P} w_b s_b + \sqrt{\phi_u P} w_u s_u + \sqrt{\phi_n P} V_n a,
\] (4.2)

where \( \phi_b, \phi_u, \) and \( \phi_n \) are power allocations for Bob, NU, and AN, respectively. \( V \in \mathbb{C}^{N \times (N-2)} \) is the null space of Bob and NU, \( n_a \in \mathbb{C}^{(N-2) \times 1} \) denotes the AN vector with i.i.d. entries \( n_{a,i} \sim \mathcal{CN}(0,1) \). Following that, the received signals at Bob and NU can be expressed as

\[
y_b = \sqrt{\phi_b P} h_b^T w_b s_b + n_b
\] (4.3)

and

\[
y_u = \sqrt{\phi_u P} h_u^T w_u s_u + \sqrt{\phi_b P} h_b^T w_b s_b + n_u,
\] (4.4)

respectively, where \( n_b \) and \( n_u \) are the zero-mean additive Gaussian noise at Bob and NU with variance \( \sigma_b^2 \) and \( \sigma_u^2 \). The received signal at the \( i \)th Eve is

\[
y_{E_i} = \sqrt{\phi_b P} g_i^T w_b s_b + \sqrt{\phi_u P} g_i^T w_u s_u + \sqrt{\phi_n P} g_i^T V n_a + n_i,
\] (4.5)

where \( n_i \) is the zero-mean additive Gaussian noise at the \( i \)th Eve with variance \( \sigma_{e,i}^2 \). Since Eve is totally passive and the noise level is not available to Alice, we assume that all the Eves have the same noise power, i.e., \( \sigma_{e,i}^2 = \sigma_e^2, \forall i \). Following
that, the SNRs at Bob, NU, and the $i$th Eve are given by

$$\gamma_b = \frac{\phi_b P |h_b^T w_b|^2}{\sigma_b^2},$$  \hspace{1cm} (4.6)$$

$$\gamma_u = \frac{\phi_u P |h_u^T w_u|^2}{\phi_b P |h_u^T w_b|^2 + \sigma_u^2},$$  \hspace{1cm} (4.7)$$

and

$$\gamma_{E,i} = \frac{\phi_b P |g_i^T w_b|^2}{\phi_u P |g_i^T w_u|^2 + \phi_u P \|g_i^T V\|^2 + \sigma_e^2},$$  \hspace{1cm} (4.8)$$

respectively. Since the Eves are non-colluding, the maximal eavesdropped information is determined by the maximal SNR among all the Eves, i.e., $\gamma_E = \max_i \{\gamma_{E,i}\}$.

**Remark 4.1.** For the case that each Eve is equipped with multiple antennas, the Eve can employ the minimum mean square error (MMSE) reception, resulting in a similar expression of $\gamma_{E,i}$ to (4.8). For the sake of analysis, we only consider single-antenna Eves.

Based on the above description, we have the following statistics of $\gamma_b$, $\gamma_u$, and $\gamma_E$. Due to the MRT operation, from (4.6), we can conclude that $\gamma_b \sim \text{Gamma}(N, \lambda_b)$, where $\lambda_b = \frac{\sigma_b^2}{\phi_b^2 \delta_b^2}$, $\zeta_b = \frac{\phi_u}{\phi_b}$. For the CDF of $\gamma_u$, and $\gamma_E$, we have the following lemmas.

**Lemma 4.1.** The CDF of $\gamma_u$ is given by

$$F_{\gamma_u}(y) = 1 - \sum_{n=0}^{N-2} \frac{\lambda_{u_2}(\lambda_{u_1} y)^n}{(\lambda_{u_1} y + \lambda_{u_2})^{n+1}} e^{-\lambda_{u_1} y \sigma_u^2} \sum_{m=0}^n \frac{(\sigma_u^2(\lambda_{u_1} y + \lambda_{u_2}))^m}{m!},$$  \hspace{1cm} (4.9)$$

where $\lambda_{u_1} = \frac{\sigma_u^2}{\phi_u P \delta_u^2}$ and $\lambda_{u_2} = \frac{\sigma_u^2}{\phi_u P \delta_u^2}$.

**Proof.** Since $h_b$ and $h_u$ are independent with complex Gaussian entries, from (4.1), we can conclude that $w_b$ and $w_u$ are uncorrelated and independent. Thus, $A = |h_u^T w_u|^2 \sim \text{Gamma}(N-1, \frac{1}{\delta_u^2})$, and $B = |h_u^T w_b|^2 \sim \text{Exp}(\frac{1}{\delta_b^2})$ are independent.
Thus,
\[
F_{\gamma_u}(y) = P\left(\frac{\phi_uPA}{\sigma_u^2} + 1 < y\right). \tag{4.10}
\]
Substituting the PDF expressions of \(A\) and \(B\) into (4.10), and with the aid of [1, eq. (3.351.2)], (4.9) can be obtained.

\textbf{Lemma 4.2.} The CDF of \(\gamma_{E,i}\) is given by
\[
F_{\gamma_{E,i}}(z) = 1 - e^{-\frac{x^2}{\phi_b P\delta^2}} \left(1 + \frac{\phi_u z}{\phi_b} \right) \left(1 + \frac{\phi_n z}{\phi_b (N-2)} \right)^{N-2}. \tag{4.11}
\]

\textit{Proof.} The proof can be obtained by using the CDF of an indefinite Hermitian quadratic form in a random vector. A similar proof can be found in the Appendix of [93,147].

Thus, the CDF of \(\gamma_E\) can be expressed as
\[
F_{\gamma_E}(z) = \left(1 - e^{-\frac{x^2}{\phi_b P\delta^2}} \left(1 + \frac{\phi_u z}{\phi_b} \right) \left(1 + \frac{\phi_n z}{\phi_b (N-2)} \right)^{N-2} \right)^M. \tag{4.12}
\]

Figure 4.2 verifies the CDF of \(\gamma_E\), we can observe that the theoretical results match well with the simulated ones.

\subsection*{4.2.2 Problem Statement}

To guarantee secure transmission, Alice adopts the Wyner’s encoding scheme, where the transmission rate and secrecy rate are \(R_b\) and \(R_s\), respectively. The difference between \(R_b\) and \(R_s\) is used as a redundancy rate against eavesdropping, and perfect secrecy is possible only if the capacity of Eve is less than the redundancy rate \(R_b - R_s\). Specifically, a transmission outage occurs if the instantaneous capacity of Bob is lower than the transmission rate, i.e., \(C_b < R_b\). The probabilities of the transmission outage and secrecy outage are denoted as \(p_{to}\) and \(p_{so}\).
Our goal is to optimize the code rates and the power allocations to maximize the EST. In the following, two schemes, namely the non-adaptive transmission scheme and the adaptive transmission scheme are proposed, relying on the statistical and instantaneous CSI of the legitimate channels, respectively.

For the non-adaptive transmission scheme, all the parameters are optimized based on the statistical CSI of the legitimate channels and they are fixed for each channel realization. In addition, Alice transmits information to NU only if the received SNR at NU is larger than the predesigned threshold, $R_u$. Otherwise the signal transmitted to NU will be replaced by another stream of AN with the power

$$T = R_s(1 - p_{to})(1 - p_{so}).$$

(4.13)
allocated to NU. Thus the EST maximization problem can be formulated as

$$\max_{\phi_b, \phi_u, R_b, R_s, R_u} T$$

s.t. $R_u \mathbb{P}(\log_2(1 + \gamma_u) > R_u) \geq \tau,$

$$\phi_b + \phi_u \leq 1, 0 \leq \phi_b, \phi_u \leq 1,$$

where $\tau$ is the average throughput constraint of NU.

For the adaptive transmission scheme, all the parameters are optimized based on the instantaneous CSI of the legitimate channels. Hence, Alice can adaptively set $R_b = C_b$ to avoid transmission outage. Then the EST becomes $T = R_s(1 - p_{so}),$ and (4.14) reduces to

$$\max_{\phi_b, \phi_u, R_s} R_s(1 - p_{so})$$

s.t. $\log_2(1 + \gamma_u) \geq \tau,$

$$\phi_b + \phi_u \leq 1, 0 \leq \phi_b, \phi_u \leq 1.$$ 

Moreover, the average throughput constraint of the NU in (4.14) should be changed as an instantaneous throughput constraint, thus the threshold $R_u$ is not required. Note that if the instantaneous throughput constraint of NU is too large, the problem may be infeasible. In this case, Alice will cease transmission.

### 4.3 Non-Adaptive Transmission Scheme

As stated earlier, the transmission outage probability can be calculated as

$$p_{to} = \mathbb{P}(\log_2(1 + \gamma_b) < R_b) = 1 - e^{-\lambda_b \bar{\gamma}_b} \sum_{n=0}^{N-1} \frac{(\lambda_b \bar{\gamma}_b)^n}{n!},$$

(4.16)
where $\bar{\gamma}_b = 2^{R_b} - 1$. Similarly, with the aid of the CDF of $\gamma_E$ given in (4.12), the SOP can be expressed as

$$p_{so} = 1 - \left( 1 - \frac{e^{-\frac{2\gamma_e}{\phi_b \bar{\gamma}_e}}}{\left(1 + \frac{\phi_u \bar{\gamma}_e}{\phi_b \bar{\gamma}_e}(1 + \frac{\phi_u \bar{\gamma}_e}{\phi_b (N-2)})^{N-2}\right)^M} \right),$$

(4.17)

where $\bar{\gamma}_e = 2^{R_b - R_s} - 1$.

From (4.16) and (4.17), we can observe that the optimization problem (4.14) are complicated functions of $R_b$, $R_s$, $R_u$, $\phi_b$, and $\phi_u$, which is difficult to solve directly. In the following, we adopt an alternative optimization procedure to find the optimal solution. We first optimize the parameters that belong to NU, i.e., $R_u$ and $\phi_u$ for fixed $R_b$, $R_s$, and $\phi_b$. Once $R_u$ and $\phi_u$ are obtained, the throughput constraint can be removed. Then $\phi_b$, $R_s$, and $R_b$ can be optimized iteratively.

### 4.3.1 Optimization for Normal User

In this subsection, we focus on optimizing the parameters for NU with fixed $R_b$, $R_s$, and $\phi_b$. From the first constraint of (4.14), we can derive the minimum $\phi_u$ that meets the average throughput constraint of NU, which is given by

$$\phi_{u,\min} = \bar{\gamma}_u \phi_b \left( 1 - \frac{\tau}{R_u} \right)^{-N-1} - 1,$$

(4.18)

where $\bar{\gamma}_u = 2^{R_u} - 1$.

Proof. From (4.9), we can obtain the transmission probability of the NU, which is shown to be too complicated to analyze. Note that the interference from Alice to NU is usually much stronger than the noise. Thus the noise component in (4.10)
can be ignored. Hence, we have

\[
F_{\gamma_u}(y) \approx P\left(\frac{\phi_u A}{\phi_b B} < y\right) = 1 - \sum_{n=0}^{N-2} \frac{1}{\phi_u \delta_u^2} \left(\frac{1}{\phi_b \delta_b^2} y + \frac{1}{\phi_u \delta_u^2}\right)^{n+1} = \left(\frac{\phi_b y}{\phi_b y + \phi_u}\right)^{N-1}.
\]

(4.19)

Thus, we have the following derivation:

\[
P(\log_2(1 + \gamma_u) > R_u) \geq \frac{\tau}{R_u},
\]

\[
\Leftrightarrow 1 - P(\log_2(1 + \gamma_u) < R_u) \geq \frac{\tau}{R_u},
\]

\[
\Rightarrow \left(\frac{\phi_b \gamma_u}{\phi_b \gamma_u + \phi_u}\right)^{N-1} \leq 1 - \frac{\tau}{R_u},
\]

\[
\Rightarrow \phi_u \geq \frac{\gamma_u \phi_b}{\left(1 - \frac{\tau}{R_u}\right)^{\frac{1}{N-1}} - 1}.
\]

(4.20)

This completes the proof.

Note that the throughput constraint should satisfy 0 < \(\phi_u, \min\) < 1. Otherwise, the problem is infeasible. For fixed \(R_b, R_s,\) and \(\phi_b,\) we can prove that \(p_{so}\) first decreases and then increases with the increase in \(\phi_u.\) The minimum SOP can be achieved at \(\phi_u = \frac{1 - \phi_b}{N-1}.\) Thus the optimal value of \(\phi_u\) that maximizes the EST is given by

\[
\phi_u^* = \max \left(\frac{1 - \phi_b}{N-1}, \phi_u, \min\right).
\]

(4.21)

When \(\phi_u, \min > \frac{1 - \phi_b}{N-1},\) the EST is a monotonically decreasing function of \(\phi_u.\) We need to optimize \(R_u\) to minimize \(\phi_u, \min\) and maximize the objective function. Note that the minimization of \(\phi_u, \min\) on one hand will minimize the SOP, and on the other hand it will enlarge the feasible region of \(\phi_b.\) Both of these are beneficial to the EST maximization. Then the optimization problem can be formulated as

\[
\min_{R_u} \phi_u, \min.
\]

(4.22)

To obtain some analytical results, we resort to optimize its upper bound. From
we have
\[ \phi_{u,\text{min}} < \phi_{u,\text{min}}^U = 2^{R^* - \phi_b} (\frac{1}{x} - 1) \triangleq f(R_u), \] (4.23)

where \( x = \left(1 - \frac{x}{R_u^*}\right)^{\frac{1}{N-1}} \). By taking the first derivative of \( f(R_u) \), we have
\[ \frac{\partial f(R_u)}{\partial R_u} = 2^{R^* - \phi_b} \left[ \ln 2 \left(\frac{1}{x} - 1\right) + \frac{1}{N-1} \frac{\tau}{R_u^*-x^N} \right]. \] (4.24)

By setting the above equation to zero, we can obtain the optimal \( R_u^* \) by finding the root of the following function:
\[ y(x) \triangleq \ln 2(x^{N-1} - x^N) + \frac{x^{2N-2} - 2x^{N-1} + 1}{\tau(N-1)}. \] (4.25)

Using the Descartes’ rule [149], we can conclude that \( y(x) = 0 \) has two positive roots. In addition, we can find that \( y(1) = 0 \) and \( y(x) > 0 \) for \( x > 1 \). Therefore, there must exist a single positive root within \((0, 1)\). Then the optimal \( R_u^* \) can be obtained through solving (4.25) numerically, such as by using the bisection searching method. Substituting \( R_u^* \) into (4.18), we can obtain the minimum of \( \phi_{u,\text{min}} \). Then we have the following corollary.

**Corollary 4.1.** For fixed \( R_b \) and \( R_s \), the optimal value of \( \phi_u \) that maximizes the EST becomes \( \frac{1 - \phi_u}{N-1} \) when \( \tau \leq \tau_0 \), where
\[ \tau_0 = R_u^* \left(1 - \frac{1 - \phi_b}{N-1} \frac{1}{\phi_b \bar{\gamma}_u^* + 1} \right)^{-(N-1)}, \] (4.26)

with \( \bar{\gamma}_u^* = 2^{R_u^*} - 1 \). Moreover, \( \phi_u^* \) approaches zero when \( N \) approaches infinity.

**Proof.** When \( \tau \leq \tau_0 \), the minimum power required by NU, \( \phi_{u,\text{min}} \), is less than \( \frac{1 - \phi_u}{N-1} \), and thus, from (4.21), the optimal value of \( \phi_u \) becomes \( \frac{1 - \phi_u}{N-1} \). When \( N \to \infty \), from (4.21) and (4.18), we can conclude that \( \phi_u \) approaches zero. \( \blacksquare \)

**Remark 4.2.** Corollary 4.1 implies that when the average throughput requirement of the normal user is less than \( \tau_0 \), it is better to equally allocate the power of NU...
and each stream of the artificial noise. This is due to the function

\[
f(\phi_u) = \left(1 + \frac{\phi_u \gamma_e}{\phi_b \bar{\gamma}_e}\right)^{-1} \left(1 + \frac{\phi_u \bar{\gamma}_e}{\phi_b (N-2)}\right)^{-(N-2)} \tag{4.27}
\]

is Schur-convex [150], and thus the minimum value of \( p_{so} \) is achieved when the power of each stream is equally distributed. From (4.18), we can also observe that \( \phi_{u,\min} \) is a monotonically increasing function of the throughput requirement \( \tau \). With the increase of \( \tau \), \( \phi_{u,\min} \) will increase, i.e., more power should be allocated in the stream of the normal user.

### 4.3.2 Power Allocation Optimization for Bob

Once \( R_u^* \) and \( \phi_u^* \) are obtained, we then focus on optimizing \( \phi_b \). Due to the complex form of (4.16) and (4.17), it is not straightforward to determine the concavity of \( T \) w.r.t. \( \phi_b \), for fixed \( R_b \) and \( R_s \). In the following, we prove that the EST is a quasi-concave function of \( \phi_b \) by showing that it satisfies the second order condition of the quasi-concave function given by the following lemma.

**Lemma 4.3.** [151, Section 3.4.3] \( f(x) \) is a quasi-concave function on \( \mathbb{R} \), if and only if

\[
\frac{\partial f(x)}{\partial x} = 0 \Rightarrow \frac{\partial^2 f(x)}{\partial x^2} \leq 0. \tag{4.28}
\]

We first define \( \beta = \frac{\zeta_e}{\phi_e} - 1, \zeta_e = \frac{\sigma^2_{\epsilon}}{\rho \sigma^2_{\nu}} + 1 \), then based on Lemma 4.3, we have the following theorem.

**Theorem 4.1.** For fixed code rates and \( \phi_u \), the EST, \( T(\phi_b) \), is a quasi-concave function of \( \phi_b \), and the optimal \( \phi_b \) that maximizes the EST is given by

\[
\phi_b^* = \min(\phi_b^*, 1 - \phi_u), \tag{4.29}
\]
where

\[
\begin{align*}
\phi^o_b & \approx \frac{\mu_1}{W(\mu_1 e^\mu_2)}, \\
\mu_1 & = \frac{\tau - \eta \gamma_u}{N}, \\
\mu_2 & = \frac{M \gamma_u (N-1) e^{\eta \gamma_u}}{\eta e^{\eta + 1}}.
\end{align*}
\]

(4.30)

Note that \( W(x) \) is the Lambert \( W \)-function \[152\].

**Proof.** Please refer to Appendix B.1.

Combining (4.29) and (4.21), we can obtain the optimal power allocations as follows.

**Theorem 4.2.** For fixed wiretap code rates, the optimal values of \( \phi_b \) and \( \phi_u \) that maximize the EST are determined by

\[
\phi^*_b = \begin{cases} 
\phi^o_b, & \text{if } \phi^o_b \leq \frac{1}{\eta + 1}, \\
\frac{1}{\eta + 1}, & \text{otherwise.}
\end{cases}
\]

(4.31)

\[
\phi^*_u = \begin{cases} 
\phi^o_u \eta, & \text{if } \phi^o_b \leq \frac{1}{\eta + 1}, \tau \geq \tau^o_0, \\
1 - \frac{\phi^o_b}{\eta + 1}, & \text{if } \phi^o_b \leq \frac{1}{\eta + 1}, \tau < \tau^o_0, \\
\frac{\eta}{\eta + 1}, & \text{otherwise.}
\end{cases}
\]

(4.32)

where \( \eta = \tilde{\gamma}_u^* \left( \left( 1 - \frac{\tau}{\tilde{R}_u^*} \right)^{-\frac{1}{\eta + 1}} - 1 \right), \tau^o_0 \) is obtained by substituting \( \phi_b = \phi^*_b \) into (4.26).

**Proof.** Please refer to Appendix B.2.

**Remark 4.3.** The third condition of (4.32) states that injecting AN is unnecessary in this case. This will happen either when the redundancy rate is very large or the throughput requirement of NU is very high. For the former case, the SOP, \( p_{so} \), will approach zero, and the EST becomes an increasing function w.r.t. \( \phi_b \). For the latter case, with the increase of the throughput requirement of NU, \( \phi^*_u \) will
increase, and the available power for Bob and AN will decrease. Thus, the power allocated to AN will asymptotically approach zero in those two cases.

Figure 4.3 shows the EST versus $\phi_b$ with different system configurations, where the noise variances at Bob, NU and Eves are assumed to be the same, i.e., $\sigma_b^2 = \sigma_u^2 = \sigma_e^2 = \sigma^2$, and the transmitting power of the source is normalized by the noise variance, denoted as $\bar{P}$ in the following simulations, i.e., $\bar{P} = P/\sigma^2$. Note that $R_b$ and $R_s$ are fixed and are different among the four simulations. We can observe that the EST is a quasi-concave function w.r.t. $\phi_b$, which validates Theorem 4.1. Moreover, the theoretical optimal value of $\phi_b$ obtained by (4.31) is quite close to the simulation results, and the gap decreases with the increase of the number of transmit antennas, $N$.

So far, we have derived the optimal power allocations. We then conduct the asymptotic analysis to provide some insights.

**Corollary 4.2.** For fixed $R_b$ and $R_s$, the optimal power allocation $\phi_b$ approaches zero when $N$ or $P$ approaches infinity.

**Proof.** When $N \to \infty$, $\eta \to 0$, $\mu_2 \to \infty$, from (4.30), we know $\phi_b^* \to 0$. Thus, $\phi_b^* = \phi_b^o \to 0$. Similarly, we can obtain the conclusion when $P$ approaches infinity. ■
Figure 4.4: The optimal value of $\phi_b$ vs. $N$, with $R_b = 4$ bps/Hz, $R_s = 3$ bps/Hz, $M = 10$, and $\tau = 2$ bps/Hz.

The asymptotic behavior of $\phi_b$ can be explained as follows. From (4.16), when $N$ or $P$ approaches infinity, the transmission outage probability $p_{to}$ will approach zero. In this case, $T \approx R_s(1 - p_{so})$. Thus,

$$\frac{\partial T}{\partial \phi_b} \approx -R_s \frac{\partial p_{so}}{\partial \phi_b} < 0.$$  (4.33)

This indicates that the EST becomes a monotonically decreasing function of $\phi_b$. Hence, the optimal $\phi_b$ will asymptotically approach 0 with the increase in transmitting power and the number of transmit antennas, as shown in Fig. 4.4.

4.3.3 Code Rate Optimization

With the obtained $\phi_b^*, \phi_u^*$, and $R_u^*$ in the last subsection, we need to optimize $R_s$. Similar to Theorem 4.1, we have the following property of the EST w.r.t. $R_s$.

**Theorem 4.3.** For fixed power allocation, the EST is a quasi-concave function of $R_s$, and the optimal value of $R_s$ is determined by

$$R_s^* = \min(R_b, R_s^o),$$  (4.34)
Figure 4.5: The EST vs. $R_s$ with different parameters, where $M = 5$ and $\tau = 2\text{bps/Hz}$.

where $R_s^0$ is the root of the following equation

$$1 - e^{-\beta \gamma_e} - \ln 2 R_s M \beta (\gamma_e + 1) e^{-\beta \gamma_e} = 0.$$  

(4.35)

Proof. Please refer to Appendix B.3. ■

Figure 4.5 shows the EST versus the secrecy rate $R_s$ for fixed $R_b$ and $\phi_b$. We can observe that the EST is a quasi-concave function w.r.t. $R_s$ and the theoretical results of the optimal $R_s$ are quite close to the simulation results, which verifies the conclusion in Theorem 4.3. This is because the SOP is a decreasing function of $R_s$, and the EST, defined as the product of the secrecy rate $R_s$ and the SOP, first increases and then decreases with increasing $R_s$. Moreover, we observe that the optimal $R_s$ increases with the growth of transmitting power and number of transmit antennas, $N$, which means that a higher secrecy rate can be adopted.

So far, we have solved the optimal power allocations $\phi_b$ and $\phi_u$, and the secrecy rate $R_s$. Next, we need to determine $R_b$. Similar to Theorems 4.1 and 4.3, we can prove that the EST is also a quasi-concave function w.r.t. $R_b$, this is because the transmission outage probability monotonically increases with the increase of $R_b$, whereas the SOP is a monotonic decreasing function of $R_b$ for fixed power.
allocations and secrecy rate. Therefore, the EST first increases and then decreases with the increase of $R_b$. The optimal value of $R_b$ can be obtained through bisection searching. Since the EST is quasi-concave w.r.t. different parameters, according to [153], the convergence of the proposed alternative algorithm to a stationary point can be guaranteed. The whole procedure of the non-adaptive transmission scheme is summarized in Algorithm 1.

**Algorithm 1** Non-adaptive scheme for EST maximization

1: Initialization: $N$, $M$, $R^\text{min}_b$, $R^\text{max}_b$, $\tau$, and the accuracy $\epsilon$;
2: Calculate $x$ numerically according to (4.25), and then obtain the transmission threshold $R_u$;
3: Set $R_b \in [R^\text{min}_b, R^\text{max}_b]$, $R_s \in (0, R_b]$;
4: $i = 1$, compute $\phi^*_b$ and $\phi^\text{u, min} = \phi^\text{u, min}$ with (4.30) and (4.18), respectively, and determine $\phi^*_b$ and $\phi^u$ with Theorem 4.2; 
5: Given $\phi^*_b$ and $\phi^*_u$, determine $R^*_s$ with (4.34);
6: Compute the EST in the $i$th iteration, $T(i)$, by (4.13);
7: Set $i = i + 1$, $R_s = R^*_s$, repeat Steps 4 to 6 till $|T(i + 1) - T(i)| \leq \epsilon$;
8: Using the bisection searching method, repeat Steps 4 to 7 to find the optimal $R^*_b$.

### 4.4 Adaptive Transmission Scheme

In this section, we will optimize the parameters for the adaptive transmission scheme. In this scheme, the instantaneous CSI of the legitimate channels is available at Alice. Thus both the code rates and the power allocations are changed dynamically based on the channel realizations. With the CSI of Bob, $R_b$ is set as $C_b$, where $C_b = \log_2(1 + \tilde{\gamma}_b)$ is the instantaneous SNR of Bob, with $\tilde{\gamma}_b = \phi_b \bar{\gamma}_0$, $\bar{\gamma}_0 = \frac{P|h^T_w|}{\sigma_w^2}$. Therefore, the transmission outage disappears in this case. The
SOP becomes

\[ p_{so} = \mathbb{P}(C_e > C_b - R_s | \tilde{\gamma}_b) = 1 - \left(1 - e^{-\beta A_e} \right)^M, \]  

(4.36)

where \( \tilde{\gamma}_{A,e} = 2^{-R_s}(1 + \tilde{\gamma}_b) - 1 \). To solve the EST maximization problem in (4.15), we also adopt the alternative optimization method. From the first constraint of (4.15), we can derive the minimum \( \phi_u \) that satisfies the average throughput requirement as

\[ \phi_{u, \text{min}} = \frac{\phi_B P |h_u^T w_b|^2 + \sigma_u^2}{P |h_u^T w_u|^2} (2^\tau - 1). \]  

(4.37)

Similar to the optimization for the non-adaptive scheme, we have the following theorem.

**Theorem 4.4.** The EST is a quasi-concave function w.r.t. \( \phi_b \), and the critical point of \( \phi_b \) is given by

\[ \phi^*_{b} = \sqrt{\frac{2R_s - 1}{\gamma_0}}. \]  

(4.38)

*Proof.* The quasi-concave property can be proved similar to the proof of Theorem 4.1 and is omitted here. Hence, the optimal value of \( \phi_b \) that maximizes the EST can be obtained numerically, which lies either on the critical point or the boundary. Note that the critical point can be calculated by setting the first order derivative to zero, after some mathematical manipulations, we obtain (4.38).

Then we have the following theorem.

**Theorem 4.5.** For fixed \( R_s \), the optimal values of \( \phi_b \) and \( \phi_u \) that maximize the EST are determined by

\[ \phi^*_b = \begin{cases} \phi^*_b, & \text{if } \phi^*_b \leq \frac{1}{\xi+1}, \\ \frac{1}{\xi+1}, & \text{otherwise}. \end{cases} \]  

(4.39)
Figure 4.6: The EST vs. $\phi_b$ with different parameters, where $N = 10$, $M = 3$, $R_b = 5$ bps/Hz, and $\phi_u = 0.2$.

\[
\phi_u^* = \begin{cases} 
\phi_b^0 \xi, & \text{if } \phi_b^0 \leq \frac{1}{\xi+1}, \tau \geq \tau_a, \\
1 - \frac{1 - \phi_b^0}{N-1}, & \text{if } \phi_b^0 \leq \frac{1}{\xi+1}, \tau < \tau_a, \\
\frac{n}{\eta+1}, & \text{otherwise.} 
\end{cases}
\] (4.40)

where $\xi = \frac{|h_T^{T} w_k|^2}{|h_T^{T} w_u|^2} (2^\tau - 1)$, $\tau_a = \log_2 \left( 1 + \frac{1 - \phi_b}{(N-1)\phi_b} \right)$.

**Proof.** The proof is similar to the proof of Theorem 4.2 and is omitted here. ■

Figure 4.6 shows the EST versus $\phi_b$ for fixed $R_b$ and different $R_s$, we can observe that the EST is a quasi-concave function w.r.t. $\phi_b$ for the adaptive transmission scheme, and the optimal value that maximizes the EST matches with the theoretical result obtained by Theorem 4.5. In addition, we can observe that the optimal value of $\phi_b$ shifts to the left and the EST improves when $\gamma_0$ increases, which indicates that less power is required for Bob. Hence, the available power for jamming will increase, and the EST can be improved.

Similar to the non-adaptive scheme, with the obtained $\phi_b$, we can determine $R_s$ with (4.34). The whole procedure of the adaptive scheme is summarized in Algorithm 2.
Algorithm 2 Adaptive scheme for EST Maximization

1: Initialization: \( N, M, \tau, \) and the accuracy \( \epsilon \);
2: Calculate \( C_b^{\text{max}} = \log_2(1 + \gamma_0) \), set \( R_s \in (0, C_b^{\text{max}}] \);
3: \( i = 1 \), compute \( \phi_b^o \) with (4.38), and determine \( \phi_b^* \) and \( \phi_u^* \) with Theorem 4.5;
4: Given \( \phi_b^* \) and \( \phi_u^* \), determine \( R_s^* \) with (4.34);
5: Compute the EST in the \( i \)th iteration, \( T(i) \), by (4.13);
6: Set \( i = i + 1 \), \( R_s = R_s^* \), repeat Steps 3 to 5 till \( |T(i + 1) - T(i)| < \epsilon \);

4.5 Numerical Results and Discussions

In this section, numerical results are presented to show the performance of the proposed schemes. We assume that all channels experience Rayleigh fading, and the channel variations are the same, i.e., \( \delta_b^2 = \delta_u^2 = \delta_g^2 = 1 \). As mentioned in Section 4.3, the noise variances at Bob, NU and Eves are assumed to be the same, i.e., \( \sigma_b^2 = \sigma_u^2 = \sigma_e^2 = \sigma^2 \), and the normalized transmitting power, \( \bar{P} \), varies from 10 dB to 40 dB. The accuracy level is \( \epsilon = 0.1 \).

In Fig. 4.7, we evaluate the EST achieved by the non-adaptive transmission scheme versus the number of transmit antennas \( N \), with \( \phi_b \) calculated by the theoretical result in Theorem 4.2 and the numerical searching, under different transmitting power levels. We can observe that the EST rises with the increase in \( N \), because a larger \( N \) not only improves the capacity of Bob and NU, but also leverages more degrees of freedom to jam Eve. Moreover, we also observe from Fig. 4.7 that the achievable EST enhances with the increase of the transmitting power, which is quite straightforward. Note that the theoretical results match well with the numerical results, verifying the accuracy of our solution.

The secrecy performance of the non-adaptive scheme and the adaptive transmission scheme is compared in Fig. 4.8. We can observe that the EST achieved by the adaptive transmission scheme outperforms that of the non-adaptive scheme. This is because, in the adaptive transmission scheme, all the parameters are adaptively adjusted based on the instantaneous CSI of the legitimate channel, while
these parameters are fixed in the non-adaptive transmission scheme. Thus, the performance improvement is achieved at the cost of higher complexity. In addition, we observe that the EST of both the non-adaptive and adaptive transmission schemes increases with the increase of transmitting power. This is because linearly scaling of the power allocations will increase the capacity of Bob without affecting capacities of NU and Eves.

The achievable EST versus the throughput constraint of NU, $\tau$, is shown in Fig. 4.9. We can observe that a trade-off exists between the EST and $\tau$, for both the non-adaptive scheme and the adaptive scheme. When $\tau$ is small, increasing $\tau$ will not definitely decrease the EST for the non-adaptive transmission scheme. This is because the optimal $\phi_b$ lies on the critical point for small $\tau$. With the increase of $\tau$, the available power for Bob decreases and the optimal $\phi_b$ that maximizes the EST moves to the boundary, and the EST decreases. For the adaptive scheme, similar conclusions can be attained. We can also observe that increasing the number of transmit antennas will result in higher EST.

Lastly, the secrecy performance of different schemes is compared in Fig. 4.10, where the scheme without NU can be regarded as a special case of the non-adaptive
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Figure 4.8: The EST of the non-adaptive and adaptive transmission schemes vs. $\bar{P}$ with different $N$ and $\tau$, where $M = 5$.

Figure 4.9: The EST of the non-adaptive and adaptive transmission schemes vs. $\tau$ with different parameters, where $\bar{P} = 20$ dB.
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Figure 4.10: The secrecy performance comparison among different schemes, where $M = 5$ and $\tau = 4$ bps/Hz.

scheme under the throughput constraint $\tau = 0$. It can thus be regarded as an upper bound for the non-adaptive scheme, and we can observe that the gap between the two schemes narrows with the increasing number of transmit antennas, $N$, for a fixed $\tau$. Accordingly, it is better to employ more antennas at the source to increase the EST when the throughput constraint is very large. We can also observe that the EST performance deteriorates without injecting AN, showing the importance of AN for secure transmission.

4.6 Summary

In this chapter, the secure transmission strategy in a MISOME wiretap channel, where Bob coexists with a normal user, has been investigated. The power allocation among Bob, NU, and artificial noise, as well as the wiretap code rates are jointly optimized to maximize the EST, under the average throughput constraint of the normal user. An alternative optimization algorithm has been proposed to obtain the optimal parameters for both the non-adaptive and adaptive transmission schemes, based on the statistical and instantaneous CSI of the legitimate
channels, respectively. For fixed code rates, closed-form expressions for the power allocation have been derived. It has been shown that more power should be allocated to the normal user with the increase of its throughput constraint, and the power allocated to the secure user asymptotically approaches zero when the transmitting power or the number of transmit antennas approaches infinity. Moreover, improved EST can be achieved through injecting AN and concurrent transmission of Bob and normal user.
Chapter 5

Physical Layer Security in Multi-Antenna Small-Cell Networks

5.1 Introduction

In this chapter, physical layer security in a multi-antenna small-cell network is investigated, where the spatial distributions of the multi-antenna BSs, cellular users, and Eves are modelled by three independent Poisson point processes. To improve the secrecy performance, AN-aided transmission is adopted at each BS. Based on the stochastic geometry, we first derive the closed-form expressions of the connection and secrecy outage probabilities, and then analyze the impact of different parameters through asymptotic analysis. It is shown that the connection outage probability decreases with an increase of the BS density and the number of the antennas at each BS. The SOP decreases and asymptotically converges to a constant value with an increase of the BS density. The secrecy area spectral efficiency (SASE) is analyzed for both fixed and adaptive-rate transmission schemes. Specifically, the AN transmission region is deduced for a fixed-rate transmission scheme, which reveals the benefits of inter-cell interference to the system’s secrecy
5.2 System Model

As shown in Fig. 5.1, we consider secure downlink communication in a cellular network, where each BS wants to deliver confidential information to its associated cellular user. A semi-closed-form expression of the lower bound of the average secrecy rate is also derived, which is shown to be a quasi-concave function of the power allocation factor and a monotonic decreasing function of the ratio of the Eve-BS density. We then extend the study to a high cell-load case by adopting the ZFBF scheme to support multi-user transmission, and the optimal number of users maximizing the SASE is discussed, which is shown to be a fixed portion of the number of transmit antennas. Finally, we investigate the impact of adaptive Eves with eavesdropping and jamming capability on the secrecy performance by assuming that those Eves who are far away from the BSs act as smart jammers to degrade the reception of cellular users. The feasible region that enables adaptive eavesdropping is derived and the optimal strategies for the BS and each Eve are analyzed under the framework of the Stackelberg game.

Figure 5.1: A small cell network model, where the BSs, cellular users, and Eves are distributed according to three independent homogeneous PPPs.
cellular users in the presence of Eves. The BSs, cellular users, and Eves are distributed according to three independent homogeneous PPPs in $\mathbb{R}^2$, denoted as $\Phi_b$, $\Phi_u$, and $\Phi_e$, with intensities $\lambda_b$, $\lambda_u$, and $\lambda_e$, respectively. Each BS is equipped with $N$ antennas and the cellular users and Eves are equipped with one antenna each. The Eves only passively overhear the information from the BSs without malicious attacks and they are assumed to be non-colluding. Universal frequency reuse is assumed, thus we only consider the interference-limited case and the thermal noise is neglected as compared with the aggregate interference from other BSs [35,154,158].

5.2.1 User Association and Channel Model

We assume that each user is associated with the nearest BS. As mentioned in [154], there may be some BSs that do not have any users to serve. These BSs will not transmit any signal and they are called inactive BSs. The probability that a BS being active is denoted as $p_a$, which can be given by [154,159]

$$p_a = 1 - \left(1 + \frac{\rho}{A_0}\right)^{-A_0},$$

(5.1)

where $A_0 = 3.5$ for the nearest BS association scheme and $\rho = \frac{\lambda_u}{\lambda_b}$ denotes the cell load.

We assume that each BS has perfect CSI knowledge of its associated users and only the statistical CSI of Eves is available. This is a common assumption made in the literature of physical layer security [35,105,106,109,112,158]. All the wireless channels are assumed to experience independent small-scale Rayleigh fading as well as a large-scale fading with a path loss exponent of $\alpha > 2$. The channel from the $i$th BS to the $k$th associated user in the $j$th cell is denoted as $h_{ij}^{(k)} r_{ij}^{(k)}$, where the small scale fading vector $h_{ij}^{(k)} \in \mathbb{C}^{N \times 1}$ has i.i.d. entries $\mathcal{CN}(0,1)$, and $r_{ij}^{(k)}$ denotes the corresponding distance. Similarly, the eavesdropping channel from the $i$th BS to the $l$th Eve is denoted as $g_{i,e} r_{i,e}^{-\frac{2}{\alpha}}$, where the i.i.d. entries in the
small scaling fading vector follow $g_{i,e} \sim \mathcal{CN}(0,1)$.

Since there may be multiple users in a cell, in this chapter, we first investigate the single-user case where the BSs randomly choose one user to serve at each time slot with intra-cell time division multiple access, and then extend to a multi-user case in Section 5.5.

5.2.2 Wiretap Code and AN Transmission Scheme

To improve the secrecy performance, each BS adopts Wyner’s encoding scheme with transmission rate $R_t$ and secrecy rate $R_s$. The difference between $R_t$ and $R_s$ is used to measure the redundancy rate against eavesdropping. For a typical user in a cell, reliable connection is achieved only if the instantaneous capacity is larger than the transmission rate, i.e., $C_u > R_t$, and secrecy outage occurs if the instantaneous capacity of Eve is larger than the redundancy rate, i.e., $C_e > R_t - R_s$.

To degrade the eavesdropping capacity, AN is deliberately injected into the null space of the intended user’s channel without interfering the intended receiver. Then the transmitted signal at the $i$th BS can be expressed as

$$x_i = \sqrt{\phi} P w_i s_i + \sqrt{(1-\phi)} P G_i n_a,$$  \hspace{1cm} (5.2)

where $\phi$ is the power allocation between the information bearing signal and AN, $P$ is the total transmit power, $s_i$ is the information bearing signal with $\mathbb{E}[|s_i|^2] = 1$, $n_a$ is an AN vector with i.i.d. entries $n_a \sim \mathcal{CN}(0, \frac{1}{N-1})$. $w_i = \frac{h_{i,i}^*}{\|h_{i,i}^*\|}$ is the beamforming vector of the $i$th BS, $G_i \in \mathbb{C}^{N \times (N-1)}$ is a weighting matrix for the AN. Note that the superscript $(k)$ is omitted without causing confusion for the ease of notation for the single-user case. $G_i$ lies in the null space of $h_{i,i}$ and its columns are mutually orthogonal. We assume that each BS uses the same power allocation factor to facilitate the following analysis.
5.2.3 SIR Expression and Preliminary

We assume that a typical user is located at the origin and its associated BS is denoted as the 0th BS. In the following, we will analyze the performance of the typical user and the obtained results also apply to a general user based on the Slivnyak’s theorem \[125\]. Hence, the received signal-to-interference ratio (SIR) at the typical user can be expressed as

$$\gamma_{u0} = \frac{\phi P |h_{0,0}^T w_0|^2}{I_B} r_{0,0}^{-\alpha},$$

(5.3)

where the interference term is given by

$$I_B = \sum_{i \in \Phi_a \setminus \{0\}} \phi P \left[ |h_{i,0}^T w_i|^2 + \xi \|h_{i,0}^T G_i\|^2 \right] r_{i,0}^{-\alpha}.$$  

(5.4)

Note that $\Phi_a^e$ is the active BS set, and $\xi = \frac{\phi^{-1}}{N-1}$. Similarly, the received SIR at the $k$th Eve can be expressed as

$$\gamma_{e_l} = \frac{\phi P |g_{0,e_l}^T w_0|^2}{\xi \phi P \|g_{0,e_l}^T G_0\|^2 r_{0,e_l}^{-\alpha} + I_{B,e_l}}.$$  

(5.5)

where the interference is given by

$$I_{B,e_l} = \sum_{i \in \Phi_a^e \setminus \{0\}} \phi P \left[ |g_{i,e_l}^T w_i|^2 + \xi \|g_{i,e_l}^T G_i\|^2 \right] r_{i,e_l}^{-\alpha}.$$  

(5.6)

Since the Eves are non-colluding, the maximal eavesdropped information is determined by the maximal SIR among all the Eves, i.e., $\gamma_E = \max \{\gamma_{e_l}\}$.

Based on the above assumptions, we have $|h_{0,0}^T w_0|^2 \sim \text{Gamma}(N,1)$ and $\|h_{0,0}^T G_i\|^2 \sim \text{Gamma}(N-1,1)$. Since $w_0$ is independent of the eavesdropping channel, we have $|g_{i,e_l}^T w_i|^2 \sim \text{Exp}(1)$. With these probability statistics, in the next section, we will present the connection and secrecy outage probabilities.
5.3 Outage Probability Analysis

5.3.1 Connection Outage Probability

The connection outage probability can be calculated by

\[
p_{co} = P(C_u < R_t) = P(\gamma_{u0} < \bar{\gamma})
\]

\[
= P\left( |h_{0,0}^T w_0|^2 \frac{\tilde{\gamma} I_{B\alpha}^{\alpha_0}}{\phi P} \right)
\]

\[
= 1 - \sum_{n=0}^{N-1} E_{r,0} E_{I_B} \left[ \frac{1}{n!} \left( \frac{\tilde{\gamma} I_{B\alpha}^{\alpha_0}}{\phi P} \right)^n e^{-\frac{\tilde{\gamma} I_{B\alpha}^{\alpha_0}}{\phi P}} \right]
\]

\[
= 1 - \sum_{n=0}^{N-1} E_{r,0} \left[ (-1)^n s^n \frac{d^n L_B(s)}{ds^n} \right].
\]

where \( \tilde{\gamma} = 2^{R_t - 1} \), (a) is due to the fact that \( |h_{0,0}^T w_0|^2 \sim \text{Gamma}(N, 1) \), (b) follows from \( E[I^n e^{-sI}] = (-1)^n d^n L_I(s)/ds^n \). Then we have the following theorem.

**Theorem 5.1.** The connection outage probability with AN is given by

\[
p_{co} = 1 - \frac{1}{P_a} \left\| \left( k_0 + \frac{1}{P_a} I - Q_N \right)^{-1} \right\|_1,
\]

where

\[
Q_N = \begin{bmatrix}
0 & & & \\
& k_1 & & \\
& & k_2 & 0 \\
& & & \ddots \\
k_{N-1} & k_{N-2} & \ldots & k_1 & 0
\end{bmatrix}.
\]

Note that \( k_0 = \Omega_1 - \Omega_2 \), where

\[
\Omega_1 = \begin{cases}
\tilde{\gamma}^\xi \kappa_{N+1}, & \text{if } \xi = 1, \\
\frac{\tilde{\gamma}^\xi \kappa_2}{(1-\xi)^{N-1}} - \sum_{n=0}^{N-2} \frac{\tilde{\gamma}^\xi \kappa_{n+2}}{(1-\xi)^{N+n-1}}, & \text{otherwise}.
\end{cases}
\]
\[ \Omega_2 = \begin{cases} 1 - \frac{\delta \varphi_0(N,\bar{\gamma})}{(N+\delta)\bar{\gamma}^{N}}, & \text{if } \xi = 1, \\ 1 - \frac{\delta}{(1-\xi)N+1} \sum_{n=0}^{N-2} \frac{\delta \varphi_0(n+1,\bar{\gamma})}{(n+1+\delta)\bar{\gamma}^{n+1}}, & \text{otherwise}. \end{cases} \]  

(5.11)

\[ k_i = \begin{cases} \frac{\delta \varphi_i(1,\bar{\gamma})}{(1-\delta)(1-\xi)^{N-1}} \varphi_i(N,\bar{\gamma}), & \text{if } \xi = 1, \\ \frac{\delta \varphi_i(1,\bar{\gamma})}{(1-\delta)(1-\xi)^{N-1}} \sum_{n=0}^{N-2} \frac{(n+i+1)}{n} \delta \varphi_i(n+1,\bar{\gamma}) \xi^{n+1}, & \text{otherwise}. \end{cases} \]  

(5.12)

In addition, \( \delta = \frac{2}{\alpha} \), \( \kappa_n = \frac{\Gamma(n-1+\delta)\Gamma(1-\delta)}{\Gamma(n-1)(N)} \), \( \varphi_0(a,x) = 2 F_1(a,a+\delta; a+1+\delta; -x^{-1}) \), \( \varphi_i(a,x) = 2 F_1(a+i,i-\delta; i-\delta+1; -x) \).

**Proof.** Please refer to Appendix C.1.

In addition, we provide a lower bound of the connection outage probability with the aid of Alzer’s inequality [160], which is given by the following lemma.

**Lemma 5.1.** If \( X \sim \text{Gamma}(N,1) \), then the CDF is lower bounded by

\[ F(X < x) \geq (1 - e^{-\nu x})^N, \]  

(5.13)

where \( \nu = (N!)^{-\frac{1}{N}} \).

Then we can obtain the following proposition.

**Proposition 5.1.** The connection outage probability is lower bounded by

\[ p_{co}^L \leq \frac{1}{p_a k_0 \nu^\delta} B \left( \frac{1}{p_a k_0 \nu^\delta}, N + 1 \right). \]  

(5.14)

**Proof.** The proof can be readily obtained by using Lemma 5.1.

Based on Theorem 5.1, we can obtain the following property.

**Property 5.1.** The connection outage probability is a decreasing function w.r.t. the BS density, \( \lambda_b \).

**Proof.** The proof is similar to the case without security issue in [154]. Define

\[ A = \frac{1}{p_a} \left[ \left( k_0 + \frac{1}{p_a} \right) I - Q_N \right]^{-1}, \]  

(5.15)
and with the aid of the properties of Toeplitz matrix, we have

\[
\frac{\partial p_{co}}{\partial p_a} = -\frac{\partial \|A\|_1}{\partial p_a} = -\frac{1}{p_a}(\|A^2\|_1 - \|A\|_1).
\]  \hspace{1cm} (5.16)

Since \(\|A^2\|_1 \leq \|A\|_1^2\), we have

\[
\frac{\partial p_{co}}{\partial p_a} \geq -\frac{1}{p_a}(\|A\|_1^2 - \|A\|_1) = \frac{p_{co}}{p_a} \|A\|_1 \geq 0.\]
\hspace{1cm} (5.17)

Combining with (5.1), we have \(\frac{\partial p_{co}}{\partial \lambda_b} \leq 0.\)

Property 5.1 implies that for the general AN-aided transmission scheme, deploying more BSs will improve the transmission reliability. This is because although increasing \(\lambda_b\) will increase both the signal power and interference power, the average received aggregate interference can be shown to scale with the BS density as \((\lambda_b p_a)^{\frac{\alpha}{2}}\). For a fixed user density, \(p_a\) will decrease with \(\lambda_b\). However, since each user associates to the nearest BS, the average received signal power scales as \((\lambda_b)^{\frac{\alpha}{2}}\). Thus, the signal power increases faster than the interference power and the connection outage probability will be decreased by increasing the BS density.

From Theorem 5.1, we know that \(k_0\) and \(k_i\) are complex functions of \(N\) and \(\phi\), which impedes the performance analysis. To show the impact of power allocation and number of transmit antennas on the connection outage performance, we derive the asymptotic expression of \(p_{co}\). When the number of antennas at each BS approaches infinity, we have the following lemma.

**Lemma 5.2.** \(\lim_{N \to \infty} \|h_{0,0}^T w_0\|^2 = N, \text{ and } \lim_{N \to \infty} \|h_{i,0}^T G_i\|^2 = N - 1.\)

**Proof.** Since \(\|h_{0,0}^T w_0\|^2 \sim \text{Gamma}(N, 1), \|h_{i,0}^T G_i\|^2 \sim \text{Gamma}(N - 1, 1),\) Lemma 5.2 can be easily obtained.

Then we have the following proposition.

**Proposition 5.2.** The asymptotic connection outage probability with AN is given
by

\[ p_{co}^\infty = \int_0^\infty \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\ln(\phi PN) - \mu}{\sqrt{2}\sigma} \right) \right] f_{r_0}(r) dr, \tag{5.18} \]

where

\[
\begin{align*}
\mu &= \ln \mu_I - \frac{1}{2} \sigma^2, \\
\sigma^2 &= \ln \left( 1 + \frac{\sigma^2}{\mu_I^2} \right),
\end{align*}
\tag{5.19}
\]

and

\[
\begin{align*}
\mu_I &= \frac{2\pi \lambda_b P_a}{(\alpha-2)r_{0,0}^2}, \\
\sigma_I^2 &= \frac{2\pi \lambda_b \phi^2 P^2}{(\alpha-1)r_{0,0}^2}. 
\end{align*}
\tag{5.20}
\]

**Proof.** Please refer to Appendix C.2.

Based on Proposition 5.2, the impact of \( N \) and \( \phi \) on the connection outage probability can be deduced by the following property.

**Property 5.2.** The connection outage probability is a decreasing function w.r.t. \( N \) and \( \phi \).

**Proof.** From (5.19), we know that

\[ \frac{\sigma^2}{\mu_I^2} = \frac{(\alpha-2)^2 \phi^2}{2\pi \lambda_b P_a (\alpha-1)} \] \tag{5.21}

Denote 
\[ f = \frac{\ln(\phi PN)}{\sigma} - \mu, \]
then

\[ f = \frac{\ln \left( \frac{PN \sqrt{2\pi \lambda_b P_a (\alpha-1)r_{0,0}^2}}{e^{\sigma^2/2} \sigma_{0,0}^2} \right) - \sigma^2 - 1 - \mu}{\sigma}. \tag{5.22} \]

We can prove that \( \frac{\partial f}{\partial \sigma} > 0 \), hence, we have

\[ \frac{\partial f}{\partial \phi} = \frac{\partial f}{\partial \sigma} \frac{\partial \sigma}{\partial \phi} > 0. \tag{5.23} \]

Since the error function is a monotonic increasing function, we can conclude that
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\( p_{co} \) decreases with \( \phi \).

Property 5.2 can be explained as follows. Since each BS uses a fixed power transmission scheme, the average received aggregate interference is independent of \( \phi \) and \( N \). However, by increasing \( \phi \) or \( N \), the received signal power will be enhanced, thus \( p_{co} \) will be decreased. Property 5.2 can also be proved using the lower bound, which is given as follows.

**Proof.** By using the binomial expansion, we have

\[
p_{co}^L = 1 + \sum_{n=1}^{N} \binom{N}{n} \frac{(-1)^n}{1 + np_a k_0 \nu^\delta}.
\]

(5.24)

By taking the first-order derivative w.r.t. \( k_0 \), we have

\[
\frac{\partial p_{co}^L}{\partial k_0} = \sum_{n=1}^{N} \binom{N}{n} \frac{(-1)^n}{1 + np_a k_0 \nu^\delta} \frac{-np_a \nu^\delta}{1 + np_a k_0 \nu^\delta}.
\]

(5.25)

Since \( p_{co}^L \leq 1 \), we have \( \frac{\partial p_{co}^L}{\partial k_0} \geq 0 \). When \( N \) approaches infinity, \( \| h_{i,0}^T G_i \|^2 = N - 1 \), \( X_i \) in Appendix C.1 becomes \( X_i = \phi P \| h_{i,0}^T w_i \|^2 + (1 - \phi)P \) and \( \chi \) becomes \( \chi = \frac{\beta}{1 + \delta P_s} \), where \( \beta = e^{1 - \frac{\phi}{\varphi}} \). Following that, we can derive \( k_0 \) as

\[
k_0 = \beta \varphi^\delta \kappa_2 + \beta \frac{\delta}{1 + \delta} \frac{\varphi(1, \gamma)}{\gamma} + \tau_j.
\]

(5.26)

Thus \( \frac{\partial k_0}{\partial \phi} < 0 \), \( \frac{\partial p_{co}^L}{\partial \phi} \leq 0 \) will always hold, this completes the proof.

5.3.2 Secrecy Outage Probability

The secrecy outage probability is given by

\[
p_{so} = P(\gamma_E > \bar{\gamma}_e) = 1 - P(\max_{e_t \in \Phi_e} \gamma_{e_t} < \bar{\gamma}_e) = 1 - \mathbb{E}_{\Phi_e} \left[ \prod_{e_t \in \Phi_e} P(\gamma_{e_t} < \bar{\gamma}_e) \right],
\]

(5.27)
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where $\tilde{\gamma}_e = 2^{R_t - R_s} - 1$. In this subsection, a closed-form expression of the SOP is derived and asymptotic analysis is also conducted to analyze the impact of different parameters.

**Theorem 5.2.** The secrecy outage probability with AN is given by

$$p_{so} = 1 - \exp\left(\frac{-\pi \lambda_e}{\Theta} \left(1 + \tilde{\gamma}_e \xi\right)^{1-N}\right), \quad (5.28)$$

where $\Theta = \pi \lambda_b p_a \tilde{\gamma}_e \varpi$ and

$$\varpi = \begin{cases} 
\kappa_{N+1}, & \text{if } \xi = 1, \\
\frac{\kappa_{\varnothing}}{(1-\xi)^{N-1}} - \sum_{n=0}^{N-2} \frac{\xi^{1+n} \kappa_{n+2}}{(1-\xi)^{N-n-1}}, & \text{otherwise}.
\end{cases} \quad (5.29)$$

**Proof.** Please refer to Appendix C.3.

From Theorem 5.2, we know that the BS density only affects $\Theta$. It can be proven that $\Theta$ increases with an increase of $\lambda_b$. Then we can obtain the following property.

**Property 5.3.** The secrecy outage probability is a decreasing function w.r.t. the BS density $\lambda_b$ and it converges to a constant value when $\lambda_b$ is large enough.

This property implies that deploying more BSs will improve the secrecy performance. This is because although the aggregate interference received at each Eve can be shown to scale with the BS density as $(\lambda_b p_a)^{\frac{\alpha}{2}}$, the maximal eavesdropped signal power scales strictly less than $(\lambda_b p_a)^{\frac{\alpha}{2}}$ since the positions of Eves follow a PPP. Thus, the secrecy outage probability will be decreased by increasing the BS density. Note that when the BS density is large enough, $\lambda_b p_a$ will approach $\lambda_u$ and $p_{so}$ will converge to

$$\tilde{p}_{so} = 1 - \exp\left(\frac{-\pi \lambda_e}{\tilde{\Theta}} \left(1 + \tilde{\gamma}_e \xi\right)^{1-N}\right), \quad (5.30)$$

where $\tilde{\Theta} = \pi \lambda_u \tilde{\gamma}_e \varpi$. Therefore, further increasing $\lambda_b$ will not improve the secrecy
outage performance.

To evaluate the effect of $\phi$ and $N$ on the secrecy outage performance, we first study the asymptotic expression of $p_{so}$ in a large-system case, i.e., when the BSs are equipped with a large number of antennas.

**Proposition 5.3.** The asymptotic secrecy outage probability with AN is given as

$$p_{so}^\infty = 1 - \exp\left(-\frac{\pi \lambda_b}{\Theta^\infty} e^{-(\phi^{-1}-1)\gamma_e}\right), \quad (5.31)$$

where $\Theta^\infty = \pi \lambda_b \gamma_e \Gamma(1 - \delta) \Gamma(1 + \delta, \phi^{-1} - 1) e^{\phi^{-1}-1}$.

**Proof.** Please refer to Appendix C.4. \hfill ■

With the aid of Proposition 5.3, we can obtain the following property.

**Property 5.4.** The secrecy outage probability is an increasing function w.r.t. $\phi$ and it is independent of $N$.

The reason is similar to the case for connection outage performance. Since each BS uses a fixed power transmission scheme, the average received aggregate interference is independent of $\phi$ and the Eve’s signal power increases with $\phi$. Hence, by increasing $\phi$, $p_{so}$ will be decreased. Since the eavesdropping channel is independent with the main channel and the average aggregate interference to Eve is also independent with $N$, thus the secrecy outage probability is independent of $N$.

### 5.4 Secrecy Area Spectral Efficiency Analysis

#### 5.4.1 Fixed-Rate Transmission

When each BS adopts Wyner’s encoding scheme and uses fixed code rate transmission, the SASE, defined as the average number of successfully transmitted secrecy
bits per second per Hz in a unit area, can be expressed as \([154,161]\)

\[ T = \lambda_b p_a (1 - p_{co}) R_s. \]  

(5.32)

Our goal is to optimize the power allocation factor to maximize the SASE subject to the secrecy outage constraint, which can be formulated as

\[
\max_{\phi} \ T \quad \text{s.t.} \quad p_{so} \leq \epsilon.
\]  

(5.33)

With the properties obtained in Section 5.3, we observe that SASE is an increasing function of \(\phi\) and the optimal value of \(\phi\) is determined by the secrecy outage constraint. From Property 5.4, we know that \(p_{so}\) monotonically increases with \(\phi\), and thus the optimal value of \(\phi\) can be obtained through bisection search method.

Using the asymptotic expression of \(p_{so}\), we can obtain the following corollary.

**Corollary 5.1.** It is unnecessary to inject AN if the following condition is satisfied:

\[
\frac{\lambda_c}{\lambda_b p_a \gamma_c^\delta} \leq -\kappa_2 \ln(1 - \epsilon).
\]  

(5.34)

**Proof.** Since \(p_{so}\) and the objective function are monotonic increasing functions w.r.t. \(\phi\), the optimal value of \(\phi\) will be 1 if the worst-case secrecy outage satisfies the constraint. By substituting \(\phi = 1\) into the constraint, we can obtain (5.34). ■

Corollary 5.1 infers that under some conditions, the BS should transmit useful signal with full power without injecting AN. This phenomenon is very straightforward, since the inter-cell interference can be used as a source of jamming to confound the Eves. This provides very useful insight for practical system designs.

### 5.4.2 Adaptive-Rate Transmission

For systems with adaptive-rate transmission schemes, the BS can adaptively adjust the encoder rate based on the instantaneous CSI of the legitimate channels. Thus
the connection outage can be avoided. In this case, the average data rate is a more practical performance metric. Note that the average achievable secrecy rate of a typical user and the SASE can be expressed as

\[ R = \mathbb{E} \left[ \{R_u - R_e\}^+ \right], \quad (5.35) \]

and

\[ T = \lambda_e p_a R, \quad (5.36) \]

respectively, where \( R_u = \log(1 + \gamma_u) \) and \( R_e = \log(1 + \gamma_E) \). With the aid of the lemma in [162], we have the following theorem.

**Theorem 5.3.** The average secrecy rate of a typical user is lower bounded by

\[ R_L = \int_0^\infty \frac{1}{\ln 2} \frac{1 - (1 + z)^{-N}}{z(1 + p_a \Xi)} dz - \int_0^\infty \frac{1 - F(z)}{\ln 2(1 + z)} dz, \quad (5.37) \]

where

\[ \Xi = \begin{cases} \frac{1}{(1+z)^N} + z^\delta N \psi \left( \frac{z}{1+z}; N \right) - 1, & \text{if } \xi = 1, \\ \frac{1}{(1+z)(1+\xi z)^{N-1}} + z^\delta \psi \left( \frac{z}{1-\xi}; 1 \right) - \sum_{n=0}^{N-2} \frac{(n+1)z^\xi 1+\delta}{(1-\xi)^{n+1}} \psi \left( \frac{\xi z}{1+\xi z}; n + 1 \right) - 1, & \text{otherwise}. \end{cases} \quad (5.38) \]

and

\[ F(z) = \exp \left( -\frac{\lambda_e e^{-\frac{1}{z}(z+1)}}{\lambda_e p_a \Gamma(1 - \delta) \Gamma \left( 1 + \delta, \frac{1}{\phi} - 1 \right) z^\delta} \right). \quad (5.39) \]

Note that \( \psi(x; n) = B_x(1 - \delta, n + \delta) \).

**Proof.** Please refer to Appendix C.5. \( \blacksquare \)

Notice that even though (5.37) is not in closed form, it is very efficient to calculate. Based on Theorem 5.3 we have the following corollary.

**Corollary 5.2.** \( R_L \) is a quasi-concave function w.r.t. the power allocation \( \phi \) and is a monotonic decreasing function w.r.t. the ratio of the Eve-BS density, \( \frac{\lambda_e}{\lambda_b} \).
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Proof. When $\xi \neq 1$, from (C.29) in Appendix C.5 we have

$$\vartheta = 1 - \frac{(1 + \xi u^{-\frac{\lambda}{\lambda_b}})^{1-N}}{1 + u^{-\frac{\lambda}{\lambda_b}}}.$$  (5.40)

From [150], we know that $(1 + \xi u^{-\frac{\lambda}{\lambda_b}})^{1-N}$ is Schur-convex w.r.t. $\xi$, thus $\Xi$ is concave (convex) w.r.t. $\xi$ ($\phi$), i.e., the first integration in (5.37) is a concave function of $\phi$. We can also prove that the second integration in (5.37) is a quasi-convex function of $\phi$, since $p_{so}$ is a quasi-convex function of $\phi$ as shown in Fig. 5.6. Hence, $R_L$ is a quasi-concave function of $\phi$. From (5.39), we know that $F(x)$ is a monotonic decreasing function of $\frac{\lambda}{\lambda_b}$, and all the other variables are independent of $\frac{\lambda}{\lambda_b}$. Hence we can conclude that $R_L$ is a monotonic decreasing function of $\frac{\lambda}{\lambda_b}$.

With the aid of Corollary 5.2, we can conclude that, for the adaptive-rate transmission scheme, the optimal $\phi$ that maximizes the SASE can be obtained through a numerical search, which lies either on the critical point or the boundary. Due to the complex form of $\Xi$ and the integration, the closed-form expression of $\phi$ is mathematically intractable, and we only present some numerical results.

5.5 Extension to Dense Network

In the last two sections, we have analyzed the outage and secrecy rate performance of the small-cell network in a low cell-load case, where each BS serves up to one user in a time slot. In this section, we extend to a high cell-load case with multi-user transmission and investigate the achievable sum secrecy rate.

When the cell load is very high, each BS will always have users to serve, then the probability of a BS being active will converge to 1. In addition, to improve the sum secrecy throughput, we assume that each BS can support $K$ users simultaneously through ZFBF, where $K \leq N$. For simplicity, we consider that the total transmit power of each BS is $P$, and a fraction of the total power, $\phi P$, is equally allocated among the $K$ users. Denote $h_{ij}^{(k)}$ as the channel from the $i$th BS to the $k$th user in the $j$th cell, and the corresponding beamforming vector
is given by $w_{k, i}^{(k)}$. Then $w_{k, i}^{(k)}$ equals to the $k$th normalized column of $H_i (H_i^H H_i)^\dagger$, where $H_i = \begin{bmatrix} h_{i,i}^{(0)}, h_{i,i}^{(1)}, \ldots, h_{i,i}^{(K-i)} \end{bmatrix}$ \[157\]. Following that, the SIR at the typical user becomes

$$
\tilde{\gamma}_{u_0} = \frac{\phi P}{I_B} \left| h_{i,0}^{(0)} w_{0,0} \right|^2 \left( r_{i,0}^{(0)} \right)^{-\alpha},
$$

(5.41)

where the interference term is given by

$$
\hat{I}_B = \sum_{i \in \Phi_n^a \setminus \{0\}} \phi P \left( \left| \frac{\sum_{k=0}^{K-1} h_{i,k} w_{i,k}^{(k)}}{K} \right|^2 + \zeta \left| h_{i,0} V_i \right|^2 \left( r_{i,0}^{(0)} \right)^{-\alpha} \right).
$$

(5.42)

Note that when $K \neq N$, $\zeta = \frac{\phi^{-1} - 1}{N-K}$, else $\zeta = 0$. $V_i$ denotes the null space of $H_i$.

Similarly, the received SIR at the $k$th Eve can be expressed as

$$
\tilde{\gamma}_{e_l} = \frac{\phi P}{\phi P \left( \sum_{i \in \Phi_n^a \setminus \{0\}} \left| \frac{\sum_{k=0}^{K-1} g_{i,k} w_{i,k}^{(k)}}{K} \right|^2 + \zeta \left| g_{i,0} V_0 \right|^2 \left( r_{i,0}^{(0)} \right)^{-\alpha} \right) + \hat{I}_{B,e_l}} R_{\text{MU}}^L = \int_0^\infty \frac{1 - (1 + \frac{z}{K})^{-M}}{\ln 2 \in z} \, dz - \int_0^\infty \frac{1 - \tilde{F}(z)}{\ln 2 (1 + z)} \, dz,
$$

(5.45)

Based on the above assumptions, we have $\left| h_{i,0}^{(0)} w_{0,0} \right|^2 \sim \text{Gamma}(M, 1)$, where $M = N - K + 1$, $\sum_{k=0}^{K-1} \left| h_{i,0} w_{i,k}^{(k)} \right|^2 \sim \text{Gamma}(K, 1)$, and $\left| h_{i,0}^T V_i \right|^2 \sim \text{Gamma}(N - K, 1)$. Similar to the low cell-load case, we can derive the following theorem.

**Theorem 5.4.** The average secrecy rate of a typical user with ZFBF is lower bounded by
where
\[
\widetilde{F}(z) = \exp \left( -\frac{\lambda_b \phi^\delta e^{(1-\frac{\phi}{\delta}) z}}{\lambda_{ba} \Gamma(1-\delta)(Kz)^\delta} \right),
\] (5.46)

and
\[
\Omega = \begin{cases} 
C_1: & \frac{N^N}{(N+z)^N} + z^\delta N^{1-\delta} \psi \left( \frac{z}{N+z}; N \right), \\
C_2: & \sum_0^K N^{K} \Gamma(K) \left[ \frac{1}{(K+z)^N} + z^\delta \frac{N}{K^{N+\delta}} \psi \left( \frac{z}{K+z}; N \right) \right], \\
C_3: & \sum_1 \left[ \frac{1}{(K+z)^m} + z^\delta \frac{N}{K^{m+\delta}} \psi \left( \frac{z}{K+z}; m \right) \right] - \sum_2 \left[ \frac{1}{(1+\xi z)^m} + z^\delta \frac{N}{\xi^{m+\delta}} \psi \left( \frac{\xi z}{1+\xi z}; m \right) \right]. 
\end{cases}
\] (5.47)

Note that \(C_1\) denotes the condition \(N = K\), \(C_2\) and \(C_3\) correspond to the conditions when \(K \neq N\) with \(K\xi = 1\) and \(K\xi \neq 1\), respectively, and
\[
\begin{align*}
\sum_0 &= \sum_{m=0}^{K-1} \frac{(K-1)^m}{m!} \frac{(-1)^m}{N^m (N-K)^m}, \\
\sum_1 &= \sum_{m=0}^{K-1} \frac{(K-1)^m}{m!} \frac{(-1)^m \xi^m K^\delta \Gamma(\xi^m N)}{\Gamma(\xi^m N-K)(1-K\xi)^N} \Gamma(N), \\
\sum_2 &= \sum_{m=0}^{K-1} \frac{(K-1)^m}{m!} \frac{(-1)^m \xi^m K^\delta \Gamma(\xi^m N)}{\Gamma(\xi^m N-K)(1-K\xi)^N} \sum_{n=0}^{N-1} \frac{(1-K\xi)^n \xi^\delta \Gamma(\xi^m n)}{n!}.
\end{align*}
\] (5.48)

Proof. The proof is similar to the proof of Theorem 5.3 and is omitted here. ■

Following that, the SASE maximization problem can be formulated as
\[
\max_{\phi,K} T_{MU}^L = \lambda_b K \mu R_{MU}^L
\] (5.49)
\[
\text{s.t. } 0 < \phi \leq 1, 1 \leq K \leq N.
\]

The closed-form solutions of \(\phi\) and \(K\) are mathematically intractable. However, since the average received aggregate interference from other BSs is independent of \(K\), from (5.41) and (5.43), we can observe that the SIR of the typical user and Eve scale as \((N-K+1)/K\) and \(1/K\), respectively. Thus, we can prove that \(R_{MU}^L\) monotonically decreases with \(K\). For a medium-to-large value of \(N\), the SASE will first increase and then decrease with the increase of \(K\). Hence, the optimal number of users can be found through some numerical searching methods.
5.6 Impact of Adaptive Eves

Compared to the instantaneous small-scale channel fading effects, the path loss is a more stable and dominant channel impairment factor in the considered scenario [163]. Hence, when multiple Eves are randomly distributed in the network, the eavesdropping capacity will be determined by the one with the nearest distance to the corresponding BS. In this section, we will investigate the impact of adaptive Eves with jamming and eavesdropping capability on the secrecy performance. Specifically, we assume that each Eve can adaptively act as a passive Eve or an active jammer based on their positions. The set of nearest Eves to the active BSs is called passive Eves, denoted as \( \Phi_E \), with an effective intensity being equal to the intensity of the active BSs, i.e., \( \lambda_E = \lambda_b p_a \). The remaining Eve nodes can then act as active jammers to transmit some jamming signals to further degrade the reception of the legitimate users. Note that the jamming signal not only degrades the legitimate users but also interferes with the Eves. To mitigate the effect of jamming to the Eves, we assume that each Eve has a guard zone and those jammers fall into this region will be prohibited from transmitting. The size of the guard zone area is determined by the BS-Eve distance, i.e., \( R = \mu R_0 \), where \( R_0 \) denotes the distance from Eve to the nearest active BS and \( \mu \) is a constant and identical for every Eve, as shown in Fig. 5.2. Therefore, the set of active jammers can be considered as a Poisson hole process with primary intensity \( \lambda_b p_a \) and secondary intensity \( \lambda_e - \lambda_b p_a \). Consequently, the intensity of the Poisson hole process can be approximated by

\[
\lambda_j \approx (\lambda_e - \lambda_b p_a) \exp(-\pi \lambda_b p_a \mu \bar{R}^2),
\]

where \( \bar{R} = 1/(2\sqrt{\lambda_e}) \) is the mean value of \( R \). To facilitate the theoretical analysis, the Poisson hole process can be approximated by a PPP with intensity of \( \lambda_j \).

In practice, all the Eves may first estimate their distances to the active BSs

\footnote{For the rest of this chapter, we will refer the “passive eavesdropper” as “eavesdropper” and the “active jammer” as “jammer” for simplicity.}
by using the GPS devices, and then broadcast this information to other Eves. Denote the distance between the $m$th Eve and the $n$th BS as $d_{nm}$; after the $m$th Eve receives all the distance information, it can make the eavesdropping or jamming decision by comparing the distance. Thus the eavesdropper set can be determined in a distributed manner. After that, each passive Eve sends a signal with a constant power\(^2\) and those jammers who receive this signal is prohibited from transmitting jamming signal.

**Remark 5.1.** Our work can be extended to the case with cooperative transmission among jammers to mitigate the interference to the Eves when the guard zone does not exist. To reduce the overhead and facilitate the analysis, we only consider the uncoordinated transmission scheme.

**Remark 5.2.** We assume that the Eves are unselfish, i.e., when they are far from the BS, they are willing to act as jammers. Since the positions of Eves follow a PPP, each Eve has an equal probability to act as jammer. Even though the maximal eavesdropping rate may be degraded by the jamming interference, the

\(^2\)The transmit power is determined by the size of the guard zone.
jamming action is beneficial to the Eves as long as the jamming is much more severe to the legitimate users.

5.6.1 Outage Probability Analysis

With adaptive eavesdropping, the received SIR at the typical user in (5.3) becomes

$$\gamma_{u_0} = \frac{\phi P |h_{0,0}^T w_0|^2 r_{0,0}^{-\alpha}}{I_B + I_J},$$

(5.51)

where

$$I_J = \sum_{j \in \Phi_j} P_j |f_{j,0}|^2 r_{j,0}^{-\alpha}.$$  

(5.52)

Note that $f_{j,0} \sim \mathcal{CN}(0, 1)$ denotes the interfering channel fading vector from the $j$th jammer to the typical user. Similarly, the received SIR at the $l$th Eve becomes

$$\gamma_{e_l} = \frac{\phi P |g_{0,e_l}^T w_0|^2 r_{0,e_l}^{-\alpha}}{\xi P |g_{0,e_l}^T G_0|^{-2} r_{0,e_l}^{-\alpha} + I_{B,e_l} + I_{J,e_l}},$$

(5.53)

where

$$I_{J,e_l} = \sum_{j \in \Phi_j} P_j |g_{j,e_l}|^2 r_{j,e_l}^{-\alpha}.$$  

(5.54)

Following similar procedure in Section 5.3.1 we can obtain the following theorem.

**Theorem 5.5.** The connection outage probability with adaptive eavesdropping is given by

$$p_{co}^A = 1 - \left\| \left( (1 + p_a k_0^A) I - p_a Q_N^A \right)^{-1} \right\|_1,$$

(5.55)

where $k_0^A = k_0 + \Omega_0$, $k_i^A = k_i + \Omega_J$, $\eta = \frac{P_i}{\phi P}$, and

$$\begin{cases}
\Omega_0 = \frac{\lambda_i \kappa_2}{\lambda_i \phi_p} (\eta \bar{\gamma})^\delta, \\
\Omega_J = \frac{\lambda_i \delta}{\lambda_i \phi_p} (\eta \bar{\gamma})^\delta B(i - \delta, 1 + \delta).
\end{cases}$$

(5.56)
Proof. The Laplace transform of $I_J$ can be expressed as

$$
\mathcal{L}_{I_J}(s) = \exp \left( -2\pi \lambda_J \int_0^\infty \left( 1 - \frac{1}{1 + sP_J r^{-\alpha}} \right) r dr \right).
$$

(5.57)

Hence, we have

$$
\mathcal{L}_I(s) = \exp \left( -2\pi \lambda_b P_a \left[ \int_{r_{0,0}}^\infty (1 - \chi) r dr + \frac{\lambda_J}{\lambda_b P_a} \int_0^\infty \left( 1 - \frac{1}{1 + sP_J r^{-\alpha}} \right) r dr \right] \right).
$$

(5.58)

Similar to the proof in Appendix C.1, we can obtain Theorem 5.5.

For the adaptive eavesdropping scheme, due to the adaptive eavesdropping, the positions of the effective Eves do not follow the PPP and thus the exact SOP is difficult to be obtained if not impossible. In the following, we give a lower bound.

**Theorem 5.6.** The secrecy outage probability for the adaptive eavesdropping scheme is lower bounded by

$$
p_{so}^A \geq \frac{\lambda_e}{\lambda_e + \Theta + \Theta_J} (1 + \bar{\gamma}_e \xi)^{1-N},
$$

(5.59)

where

$$
\Theta_J = \lambda_J \left( \kappa_2 (\eta \bar{\gamma}_e)^{\delta} - \mu^2 + \frac{\delta}{1 + \delta} \frac{\mu^{2+\alpha}}{\eta \bar{\gamma}_e} \varphi_0(1, \eta \bar{\gamma}_e, \mu^\alpha) \right).
$$

(5.60)

Proof. Similar to the proof in Appendix C.3, the SOP is given by

$$
p_{so} = \mathbb{P}(\gamma_E > \bar{\gamma}_e) = 1 - \mathbb{E}_{\Phi_b} \left[ \mathbb{E}_{\Phi_e} \left[ \prod_{e_1 \in \Phi_e} \mathbb{P}(\gamma_{e_1} < \bar{\gamma}_e \mid \Phi_b) \right] \right]
$$

(5.61)

and

$$
\mathbb{P}(\gamma_{e_1} < \bar{\gamma}_e) = 1 - (1 + \bar{\gamma}_e \xi)^{1-N} \mathcal{L}_{I_{e_1}} \left( \frac{\bar{\gamma}_e^{1/\alpha} r_{0,e_1}}{\phi P} \right),
$$

(5.62)

where
\[ L_{I_{J},el}(s) = \exp \left( -2\pi \lambda_j \int_{\mu r_0}^{\infty} \left( 1 - \frac{1}{1 + sP_j r^{-\alpha}} \right) r dr \right). \] (5.63)

Since the maximal eavesdropping capacity is usually determined by the nearest Eve, then we have

\[ P_{so}^{A} \geq E_{r_{0,el}} \left[ P(\gamma_{ei} > \bar{\gamma}_e) \right] = \int_{0}^{\infty} f_{r_{0,el}}(r)e^{-(\Theta_b + \Theta_j)r^2} dr, \] (5.64)

where \( f_{r_{0,el}}(r) \) is the PDF of the distance from the Eves to the nearest active BSs, and is given by

\[ f_{r_{0,el}}(r) = 2\pi \lambda e r^{-\pi \lambda e r^2}. \] (5.65)

Combining the above results, we can obtain Theorem 5.6. This completes the proof.

By using the lower bound in Proposition 5.1, we can obtain the following property.

**Property 5.5.** The connection outage probability is a decreasing function of \( \mu \), and the secrecy outage probability is an increasing function of \( \mu \).

Property 5.5 implies that the transmission reliability will be improved by increasing the radius of Eve’s guard zone \( \mu \). This is because increasing \( \mu \) will decrease the intensity of jammers, and thus the received average aggregate jamming power will be decreased. While the SOP will be decreased due to the increased interference as well as the reduced Eves, when some of the Eves act as jammers. Hence, the Eves should be scheduled carefully to maximize its own benefit. From the perspective of the Eves, the secure transmission probability should not be increased by changing the roles, i.e., \( p_{so}^{A} < p_{st} \), which can be regarded as a strong guaranteed criterion for the Eves. Due to the complicated forms of the outage probabilities, the exact expression of the feasible region is difficult to be obtained, and only approximated results are presented in this section.
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Proposition 5.4. When $\Theta_j \ll \Theta_b$, the feasible region for adaptive eavesdropping is constrained by

$$\mathcal{F}_s = \left\{ (\lambda_e, P_j) : \frac{\lambda_e}{\Theta_b(1 - \xi)^{N-1}} < -W_m \left(-\theta e^{-1}\right) - 1 \right\}, \quad (5.66)$$

where $\theta = \frac{1-p_{co}}{1-p_{co}} \leq 1$.

Proof. Please refer to Appendix C.6. ■

Corollary 5.3. When $N = 1$, the feasible region becomes

$$\mathcal{F}_s = \left\{ (\lambda_e, P_j) : \frac{\lambda_e}{\lambda_b p_a \kappa_2 \gamma_e^4} < -W_m \left(-e^{-1}\lambda_b p_a\right) - 1 \right\}. \quad (5.67)$$

Proof. When $N = 1$, there is no extra degree of freedom for AN, i.e., $\phi = 1$. By substituting the results in the previous section, we can obtain (5.67). ■

With the aid of the derived feasible region, the Eves can determine the optimal eavesdropping strategy for fixed parameters. Since both the BS and Eves may adaptively adjust their parameters to maximize their own performance, the optimal parameters for both sides need to be optimized, which will be discussed in the next section.

5.6.2 Stackelberg Game Formulation

In this subsection, the interactions between the BSs and Eves are formulated under the framework of a Stackelberg game, and the optimal power allocations, secrecy rate of the BSs, and the radius of the guard zone are derived by analyzing the equilibrium of the game.

Stackelberg game is a strategic game that consists of a leader and several followers competing with each other for certain resources. Since each BS wants to maximize its secrecy rate, and the Eves want to minimize the secure transmission probability (or equivalently maximize the wiretap rate) by adaptively changing its jamming strategy, hence, Stackelberg game model is applied in this scenario,
where we formulate the Eve as the leader and the BS as the follower. The Eve first imposes an eavesdropping strategy by elaborately setting a guard zone to enlarge the eavesdropping, then the BS updates its power allocation and secrecy code rate to maximize its individual utility based on the eavesdropping strategy. Based on this model, the revenue functions of the BS and the Eves are $U_B(\mu, \phi, R_s) = T$ and $U_E(\mu, \phi, R_s) = 1 - p_{st}$, respectively. For the BSs, the problem can be formulated as

$$\max_{R_s, \phi} (1 - p_{co})R_s$$

$$s.t. \quad p_{so} \leq \epsilon.$$  \hspace{1cm} (5.68)

For the Eve, the problem can be formulated as

$$\max_{\mu} 1 - (1 - p_{co})(1 - p_{so})$$

$$s.t. \quad \lambda_j P_j \leq I.$$ \hspace{1cm} (5.69)

where $I$ is the average jamming power constraint guaranteeing that the jammers cannot be detected by the legitimate users. To avoid being detected by the users and to reduce the jamming interference to other Eves, each Eve must adaptively change the guard zone and the jamming power. Note that to facilitate the analysis, $P_j$ is fixed in this section.

**Stackelberg Equilibrium**

The Stackelberg equilibrium of a Stackelberg game is defined as a set of solutions at which none of the game players, i.e., the BS or Eves, can further improve its utility by changing only its own strategy. Therefore, the Stackelberg equilibrium of the Stackelberg game formed by (5.68) and (5.69) can be defined as follows

$$U_B(\mu^*, \phi^*, R_s^*) \geq U_B(\mu^*, \phi, R_s), \hspace{1cm} (5.70)$$

$$U_E(\mu^*, \phi^*, R_s^*) \geq U_E(\mu, \phi^*, R_s^*). \hspace{1cm} (5.71)$$

For the proposed game, the equilibrium can be obtained as follows: For a given
μ, problem (5.68) is solved first. Then, with the obtained best response functions \( \phi^*(\mu) \) and \( R^*_s(\mu) \), we solve (5.69) for the optimal \( \mu \). Due to the complicated forms of the outage probability, explicit expressions of \( \phi^*(\mu) \) and \( R^*_s(\mu) \) are hard to obtain, and thus we solve it through an iterative algorithm.

**Stackelberg Equilibrium Solution**

Now we solve the follower’s problem first. The follower’s problem (5.68) can be decomposed into two steps: maximize \( 1 - p_{co} \) over variable \( \phi \), and then maximize over the remaining variable \( R_s \). In the following, we optimize (5.68) step by step.

**Step 1:** Given \( R_s \), (5.68) can be rewritten as

\[
\min_{\phi} p_{co} \quad \text{s.t.} \quad p_{so} \leq \epsilon.
\]  

(5.72)

Since \( p_{co} \) monotonically decreases w.r.t. \( \phi \) and \( p_{so} \) increases w.r.t. \( \phi \), the optimal value of \( \phi \) to minimize (5.72) is achieved when equality holds, i.e., \( p_{so} = \epsilon \).

**Step 2:** Denote the optimal value in step 1 as \( \phi^*(R_s) \), and substitute it into the connection outage expression, we have

\[
\max_{R_s} T(R_s) = (1 - p^*_{co}(R_s))R_s.
\]  

(5.73)

Then we have the following proposition.

**Proposition 5.5.** The secrecy throughput \( T(R_s) \) is a quasi-concave function of \( R_s \), and the optimal value \( R^*_s \) can be obtained numerically.

**Proof.** Take the first derivative of \( T(R_s) \) w.r.t. \( R_s \), we have

\[
T'(R_s) = \frac{\partial T}{\partial R_s} = 1 - p^*_{co}(R_s) - R_s \frac{\partial p^*_{co}(R_s)}{\partial R_s},
\]  

(5.74)

where

\[
\frac{\partial p^*_{co}(R_s)}{\partial R_s} = \frac{\partial p^*_{co}(R_s)}{\partial \phi} \frac{\partial \phi}{\partial R_s}.
\]  

(5.75)
Let $p_{so} = 1 - f(\bar{\gamma}_e) = 1 - f(2^{R_t - R_s} - 1)$, from (5.59), we have

$$1 - f(2^{R_t - R_s} - 1) = \epsilon \Leftrightarrow R_t - R_s = \log_2(1 + f^{-1}(1 - \epsilon)). \tag{5.76}$$

Denote $\Psi(\phi) = f^{-1}(1 - \epsilon)$, similar to the proof of Lemma 2 in [104], we can prove that $\Psi(\phi)$ is a monotonic increasing function of $\phi$. Then we have

$$\frac{\partial \phi}{\partial R_s} = \frac{\partial \phi}{\partial \Psi} \frac{\partial \Psi}{\partial R_s} < 0, \tag{5.77}$$

thus $\frac{\partial p_{so}(R_s)}{\partial R_s} > 0$. Since $T'(0) > 0$, $T'(\infty) < 0$, there exists a unique $R_s^*$ that makes $T'$ first positive and then negative after $R_s$ exceeds $R_s^*$. Thus, $T$ is a first-increasing-then-decreasing function of $R_s$, i.e., $T$ is a quasi-concave function of $R_s$ and the optimal value that maximizes $T$ is $R_s^*$. Since the explicit expressions of $T'$ is difficult to be obtained, we can obtain $R_s^*$ numerically.

**Corollary 5.4.** There exists an equilibrium for the Stackelberg game.

*Proof.* Based on Proposition 5.5, for a fixed $\mu$, the optimal secrecy rate $R_s$ and power allocation $\phi$ is unique. According to [164], the equilibrium exists for a two-player Stackelberg game as long as the best-response strategy set of the follower is a singleton. Hence, the existence of the equilibrium can be guaranteed.

The secrecy rate versus $R_s$ under different $\lambda_e$ is shown in Fig. 5.3, where a secrecy outage probability of $\epsilon = 0.1$ is satisfied. We can observe that the secrecy rate is a quasi-concave function of $R_s$, which validates Proposition 5.5. This is because by increasing $R_s$, the SOP $p_{so}$ will be increased and thus the power allocation $\phi$ should be decreased to satisfy the secrecy outage constraint. Thus, $p_{co}$ will be increased and the secrecy throughput will first increase and then decrease with the increase of $R_s$.

So far we have obtained the optimal power allocation and the secrecy rate for a fixed eavesdropping policy, we then need to solve the Eve’s problem to determine the optimal guard zone. Since the Eve is the leader, it should take the
follower’s reactions into account. Similar to Proposition 5.5, we can prove that for fixed $\phi$ and $R_s$, $U_E$ is also a quasi-concave function of $\mu$. Due to the lack of explicit expressions of $\phi$ and $R_s$, the optimal value of $\mu$ can only be obtained through a numerical method. Since both the revenue functions are quasi-concave functions, for a given $\mu$, the optimal power allocation and secrecy rate are unique. Hence, there is a unique equilibrium for the proposed game, which can be obtained through the proposed iterative algorithm shown in Algorithm 3.

### 5.7 Numerical Results and Discussions

In this section, simulation results are presented to verify the theoretical analysis. We assume that the BSs, cellular users and Eves are distributed according to three independent PPPs. The transmitting power of each BS is 20 dBm with a power allocation factor $\phi = 0.7$, and the noise is ignored. The number of transmit antenna of each BS is $N = 8$ and the wiretap code rates are set to be $R_t = 3$ bps/Hz and $R_s = 1.5$ bps/Hz, respectively, unless stated otherwise. In addition, the path loss exponent is set to be 4, unless stated otherwise.
Algorithm 3 Iterative algorithm finding the Stackelberg equilibrium

1: Initialization: $\mu_{\text{min}}, \mu_{\text{max}}, \Delta R_s, \Delta \mu, R_t$;
2: $t = 0$, $\mu(t) = \mu_{\text{min}}$;
3: while $\mu(t + 1) \in [\mu_{\text{min}}, \mu_{\text{max}}]$ do
4: $R_s = R_t$;
5: while $R_s \in (0, R_t]$ do;
6: Calculate $\phi^*(R_s)$ by solving $p^{A}_{sco} = \epsilon$ with a bisection method;
7: Substitute $\phi^*(R_s)$ into $p^{A}_{co}$ and obtain $T$;
8: $R_s = R_s - \Delta R_s$;
9: endwhile
10: Find $R_s^*(t)$ and $\phi^*(t)$ that maximize $T$;
11: Calculate $p^{A}_{st}(t)$, $\mu(t + 1) = \mu(t) + \Delta \mu$;
12: endwhile
13: Find $\mu^*$ that minimize $p^{A}_{st}$, and then $\phi^*$, $R_s^*$, and $T^*$.

Figures 5.4 and 5.5 shows the connection and secrecy outage probabilities versus the BS density, $\lambda_b$, with different system configurations. We can observe that the connection and secrecy outage probabilities decrease with the increase of $\lambda_b$, which infers that deploying more BSs can improve the performance. The theoretical results obtained by (5.8) and (5.28) match well with the simulation results and are quite close to the asymptotic results. This validates Theorems 5.1 and 5.2. We also observe that for fixed values of $N$ and $\lambda_b$, by increasing the density of the cellular users, the connection outage probability will be increased and the SOP will be decreased as well. This is because the BS active probability will be increased by increasing the density of cellular users, hence the inter-cell interference will increase. Moreover, we observe that the SOP increases with the increase of the density of Eves and asymptotically converge to a constant value with the increase of $\lambda_b$, which validates the theoretical analysis.

The effect of power allocation factor $\phi$ on the outage probabilities is evaluated in Fig. 5.6. We can observe that increasing $\phi$ will decrease the connection outage...
Figure 5.4: Connection outage probability vs. $\lambda_b$ with different $\lambda_u$ and $\lambda_e$.

Figure 5.5: Secrecy outage probability vs. $\lambda_b$ with different $\lambda_u$ and $\lambda_e$. 
probability and increase the SOP. This is because the received useful signal powers at the typical user and Eves are proportional to $\phi$, while the aggregate interference is independent of $\phi$. Moreover, we observe that the connection outage probability decreases with an increase of the number of transmit antennas due to the multi-antenna gain.

In Fig. 5.7, the SASE results are plotted versus BS density with different cell loads, where the optimal power allocation factor is calculated through a bisection search. We can observe that the SASE improves by increasing the density of BSs or cellular users. This is because deploying more BSs will decrease $p_{co}$ and $p_{so}$ simultaneously, which has been verified in the previous section. As for the cell load, on one hand, increasing the cell load will increase the BS active probability $p_a$ which will increase $p_{co}$; on the other hand, increasing $\lambda_u$ will cause $p_{so}$ to decrease and thus the optimal value of $\phi$ is increased, as shown in Fig. 5.8. The aggregate effect of these two factors will cause $p_{co}$ to decrease and the SASE is thus improved. The AN transmission region is also shown in Fig. 5.8. We can observe that the optimal value of $\phi$ increases with $\lambda_b$ and $\lambda_u$, and it approaches 1.

This implies that in a dense network, the inter-cell interference can be used as a
Figure 5.7: Secrecy area spectral efficiency vs $\lambda_b$, where $\lambda_c = 0.00025$ and $\epsilon = 0.1$.

source of jamming without transmitting AN.

In Fig. 5.9 we evaluate the average secrecy rate of a typical user versus $\lambda_b$ for fixed cellular user density and power allocation factor, in a low cell-load case. We can observe that increasing the BS density or the number of transmit antennas can improve the average secrecy rate. This is consistent with the analytical results presented in Section 5.4. In addition, the analytical lower bound is in good agreement with the simulation results. The impact of the number of antennas at each BS, the path loss factor, and power allocation on the average secrecy rate is presented in Fig. 5.10 and Fig. 5.11 respectively. We can observe that by increasing the number of BS antennas, the average secrecy rate will be increased due to the increased antenna gain. On the other hand, a larger path loss factor can achieve a higher secrecy rate due to the reduced inter-cell interference. Moreover, we can observe that the SASE is a quasi-concave function of $\phi$ and the optimal power allocation decreases with an increase of $\lambda_c/\lambda_b$, which validates the conclusion in Corollary 5.2.

When the cell load is very high, the average achievable secrecy rate versus the number of users is presented in Fig. 5.12. We can observe that the average secrecy
Figure 5.8: The optimal power allocation vs $\lambda_b$, where $\lambda_e = 0.00025$ and $\epsilon = 0.1$.

Figure 5.9: Average secrecy rate vs. $N$, where $\lambda_u = 0.001$. 
Figure 5.10: Average secrecy rate under different Eve density and path loss factor, where $\lambda_b = 0.0002$.

Figure 5.11: Average secrecy rate vs. $\phi$, where $\lambda_u = 0.0005$. 
rate of a typical user decreases with an increase of the number of users. This is because the total transmit power for the users is fixed and equally allocated among all the users, increasing $K$ will decrease the available power of the typical user. We also observe that the average secrecy rate increases with an increase of the number of transmit antennas. This demonstrates the advantage of multi-antenna techniques. In addition, the derived lower bound expression of the average secrecy rate is shown to be very close to the simulations. We then show the achievable SASE for the fixed power allocation scheme in Fig. 5.13. We can observe that the optimal number of users increases with the number of transmit antennas, which is approximately $0.6N$.

The secure transmission probability performance versus $\lambda_e$ and $\mu$ is shown in Fig. 5.14 for both the conventional eavesdropping scheme and the adaptive eavesdropping scheme. We can observe that by adaptively acting as an active jammer when it is far away from the active BSs, the secure transmission probability can be degraded, which is beneficial to the Eves. The feasible regions that enable adaptive eavesdropping are also given in Figs. 5.14 and 5.15. We can observe that by increasing $\lambda_b$, both the minimum and maximum values of $\lambda_e$ that enable
Figure 5.13: SASE vs. number of users $K$, where $\lambda_b = 0.0002$, $\lambda_e = 0.0003$, and $\lambda_u = 0.004$.

Figure 5.14: The secure transmission probability under different schemes, where $\lambda_b = 0.001$, $\lambda_u = 0.002$, $\phi = 0.5$, $R_t = 2 \text{ bps/Hz}$, and $R_s = 1 \text{ bps/Hz}$. 
adaptive eavesdropping will be increased. This is because the minimum value of $\lambda_e$ is proportional to $\lambda_b p_a$ according to (5.50). Since $p_{st}$ is affected by both $p_{co}$ and $p_{so}$, for the adaptive eavesdropping strategy, $p_{co}$ will be increased and $p_{so}$ will be decreased compared with the conventional scheme. By increasing $\lambda_b$, the connection outage probability will be decreased since the inter-cell interference will be increased and thus $p_{co}$ becomes more robust to external jamming, resulting in an increase of the maximum value of $\lambda_e$. When $\lambda_e$ exceeds the maximal value, the secure transmission probability will be dominated by $p_{so}$, and $p_{st}$ will be increased by the adaptive eavesdropping scheme.

Finally, the utility performance of the Eves and the BSs, i.e., the secure transmission probability and the secrecy throughput is evaluated through solving the formulated Stackelberg game. We consider the conventional eavesdropping scheme as a benchmark scheme, i.e., all Eves are passive and the optimal power allocation and secrecy code rate are optimized by solving (5.68). From Fig. 5.16, we can observe that the secure transmission probability decreases with $\lambda_e$. This is quite straightforward since both $p_{co}$ and $p_{so}$ increase with $\lambda_e$, as has been shown previously. In addition, we observe that the conventional scheme achieves higher
Figure 5.16: The secure transmission probability under different schemes, where $\lambda_u = 0.002$ and $R_t = 2$ bps/Hz.

Figure 5.17: The secrecy throughput under different schemes, where $\lambda_u = 0.002$ and $R_t = 2$ bps/Hz.
Chapter 5. Physical Layer Security in Multi-Antenna Small-Cell Networks

secrecy transmission probability than the adaptive eavesdropping scheme, and a
up to 56% secrecy transmission probability degradation can be achieved when
\( \lambda_e = 0.003, \lambda_b = 0.0005 \). This shows the superiority of adaptive eavesdropping
for Eves. Moreover, we can observe that the secure transmission probability level
increases and the gap between the conventional scheme and the adaptive eaves-
dropping scheme narrows by increasing \( \lambda_b \). This is because as \( \lambda_b \) increases, the
number of active BSs will be increased, and thus the number of active jammers
will be decreased, resulting in the adaptive eavesdropping scheme approaching the
conventional scheme. The corresponding secrecy throughput performance for the
BSs is shown in Fig. 5.17 and similar conclusions can be obtained.

5.8 Summary

In this chapter, an AN-aided secure transmission scheme in a multi-antenna small-
cell network has been investigated. The BSs, cellular users, and Eves are assumed
to follow independent PPPs. Closed-form expressions of the connection and se-
crecy outage probabilities have been derived and comprehensive analysis has been
conducted with the aid of large system analysis to show the impact of different
system parameters. Some useful insights have been obtained. We have also de-
rived the lower bound expression of the average secrecy rate and it is efficient to
evaluate. When the cell load is very high, a multi-user ZFBF scheme has been
proposed and a lower bound expression of the average secrecy rate has been de-
rived. Following that, the optimal number of users that maximizes the secrecy area
spectral efficiency has been obtained numerically and it has been shown to be a
fixed portion of the number of transmit antennas. Finally, the impact of adaptive
Eves with eavesdropping and jamming capability on the secrecy performance has
also been investigated, and the condition that enables adaptive eavesdropping has
been obtained. The optimal parameters for the BSs and the Eves, i.e., the power
allocation factor and the secrecy rate, as well as the radius of the guard zone
around each Eve, are obtained by using a Stackelberg game theoretical approach.
Chapter 6

Physical Layer Security in Heterogeneous Networks with Pilot Attack

6.1 Introduction

In this chapter, we study the physical layer security performance in a sub-6 GHz massive MIMO macro cell and mmWave small cell hybrid heterogeneous network. By considering pilot spoofing attacks from the Eves, we analyze the coverage and secrecy probabilities using stochastic geometry. Specifically, we show that due to the existence of pilot contamination and pilot spoofing attack, densifying the macro cells will not always improve the coverage performance for the sub-6 GHz massive MIMO system. For the mmWave system, we first derive the success probability of beam alignment based on a beam sweeping based channel training model. Following that, the conditions under which the millimeter wave system outperforms the sub-6 GHz counterpart are discussed in terms of both coverage and secrecy. Our results reveal that the mmWave small cell can provide better coverage performance in the high code-rate transmission region, and the secrecy performance of the mmWave system outperforms the sub-6 GHz counterpart in
the low redundant rate region.

6.2 System Model

We consider secure communication in a TDD downlink cellular network, consisting of both sub-6 GHz macro cells and mmWave small cells. The positions of the macro-cell BSs (MBSs) and the small-cell BSs (SBSs) are distributed according to independent Possion Point Processes (PPPs) $\Phi_\mu$ and $\Phi_m$, with intensities $\lambda_\mu$ and $\lambda_m$, respectively. Each MBS is equipped with massive antennas ($N_\mu$ antennas) and each SBS is equipped with $N_m$ antennas. The users are randomly distributed according to an independent PPP with sufficiently high density, and each user can operate in either sub-6 GHz or mmWave opportunistically, as assumed in [128,129]. We assume that the downlink communication is eavesdropped by some non-colluding Eves whose locations are randomly distributed according to an independent PPP $\Phi_E$ with intensity $\lambda_E$. Different from [129], each Eve can launch a pilot attack during the uplink channel training process for both MBSs and SBSs. In addition, each Eve can eavesdrop the communication in both sub-6 GHz and mmWave bands. Universal frequency reuse is adopted among different cells.

6.2.1 Sub-6 GHz Channel Model

We assume that all sub-6 GHz channels experience independent and identically distributed (i.i.d.) Rayleigh fading as well as a large-scale path loss with a path loss exponent of $\alpha_\mu$. The channel from the $k$th user in the $j$th cell to the $i$th MBS is denoted by

$$h^{(k)}_{ij} = \sqrt{\lambda^{(k)}_{ij} u^{(k)}_{ij}}, \tag{6.1}$$

---

1 This will be possible in future 5G networks, where both sub-6 GHz and mmWave band will be used and the mmWave small cells are overlaid under the sub-6 GHz macro cells.
where $X_{ij}^{(k)}$ denotes the path loss from the $k$th user in the $j$th cell to the $i$th MBS, $u_{ij}^{(k)}$ is the corresponding small-scale fading vector with distribution $\mathcal{CN}(0, I)$. Note that the path loss can be calculated by

$$X_{ij}^{(k)} = c_\mu (R_{ij}^{(k)})^{-\alpha_\mu},$$

(6.2)

where $c_\mu$ is the path loss at a reference distance, which is frequency dependent and is commonly set as $(\frac{c}{4\pi f_c})^2$.

We assume perfect synchronization and the downlink channel state information (CSI) can be obtained through the uplink pilot based training method due to channel reciprocity. We assume that the MBS assigns orthogonal pilots for all the $K$ users within its cell, and the $k$th user in each cell is assigned with the same pilot. Denote $\mathcal{N}_k$ as the point process formed by the location of the $k$th user in each cell, it is clear that $\mathcal{N}_k$ is non-stationary (non-PPP) due to the correlation with the MBS process. To simplify the analysis, the other-cell scheduled users for the 0th MBS in $\mathcal{N}_k$ is modelled as an inhomogeneous PPP with a density function as has been assumed in [165, 166]

$$\lambda_u(r) = \lambda_\mu (1 - e^{-\pi \lambda_\mu r^2}).$$

(6.3)

where $r$ denotes the distance to the 0th MBS. To further facilitate the analysis, we adopt the exclusion ball model proposed in [167], and assume that $\mathcal{N}_k$ is a homogeneous PPP with density $\lambda_\mu$ outside an exclusion ball centered at the 0th MBS with radius $R_{eq} = \sqrt{1/(\pi \lambda_\mu)}$. In addition, $\mathcal{N}_k$ and $\mathcal{N}_{k'}$ are independent for $k \neq k'$.

In the uplink training stage, after correlating the received signal with the corresponding pilot sequence, the observed channel from the $i$th MBS to the $k$th user
can be expressed as

\[ y^{(k)}_{ii} = \sum_{j \in \Phi_p} \sqrt{P_p} h^{(k)}_{ij} + \sum_{l \in \Phi_e^{(k)}} \sqrt{P_e} h^{(l)}_{ie} + n_i, \]

(6.4)

where \( P_p \) and \( P_e \) denote the uplink transmitting power levels of the user and Eve, respectively. \( \Phi_e^{(k)} \) is the set of Eves launching pilot attack for user \( k \), \( n_i \) is the noise with \( \mathcal{CN}(0, \sigma^2) \). Note that since each Eve will randomly choose the pilot sequence from the \( K \) sequences, the effective density of \( \Phi_e^{(k)} \) is \( \lambda^e_k = \frac{\lambda}{K} \) according to the independent thinning of PPP. Since the channels are assumed to be i.i.d. Rayleigh faded, the channel of the \( k \)th user in the \( i \)th cell can be estimated by an MMSE estimator \[ \hat{h}^{(k)}_{ii} = \frac{\sqrt{P_p} x^{(k)}_{ii}}{\Sigma^{(k)}_{ii}} y^{(k)}_{ii} , \]

(6.5)

where \( \Sigma^{(k)}_{ii} = \sum_{j \in \Phi_p} P_p x^{(k)}_{ij} + \sum_{l \in \Phi_e^{(k)}} P_e x^{(l)}_{ie} + \sigma^2 \). Then the channel error is

\[ \hat{h}^{(k)}_{ii} = h^{(k)}_{ii} - \hat{h}^{(k)}_{ii} \sim \mathcal{CN}\left(0, X^{(k)}_{ii} \left(1 - \frac{P_p x^{(k)}_{ii}}{\Sigma^{(k)}_{ii}} \right) I \right) . \]

(6.6)

### 6.2.2 mmWave Channel Model

For the mmWave channels, due to the highly directional transmission, small-scale fading is usually ignored and only path loss and blockage effect are considered. Due to the small wavelength, mmWave communication is sensitive to blockage and the link between an SBS and the mmWave user (mmUE) can be either LoS or NLoS link. We adopt the blockage model in and the link between a mmUE and the SBS at a distance \( r \) is LoS or NLoS with probabilities

\[
\begin{cases}
   p_L(r) = e^{-\beta r}, \\
   p_N(r) = 1 - e^{-\beta r}.
\end{cases}
\]

(6.7)

respectively, where \( \beta \) is an environment dependent constant.
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Since the shorter mmWave wavelength enables to fit more antenna elements for a fixed antenna aperture, each mmUE is considered to be equipped with a small antenna array. We assume that both the SBS and mmUEs are equipped with only a single RF chain \cite{136}, and thus analog beamforming is adopted. For mathematical tractability, we approximate the antenna pattern by a sectorized beam pattern similar to \cite{130,131}. Denote the main lobe gain, side lobe gain, and beamwidth of mmUE as $G_U, g_U, \theta_U$, respectively. Similar definitions apply to the SBS with $G_{BS}, g_{BS}, \theta_{BS}$, and Eve with $G_E, g_E, \theta_E$, respectively. To further simplify the subsequent analysis, we consider zero side lobe for the SBS\footnote{This assumption is reasonable since mmWave BS usually use very large antenna array and the front-to-back ratio can be larger than 30dB \cite{170}. Note that similar assumption has also been adopted in \cite{135,171}.}. Denote the channel from the $k$th mmUE in the $j$th cell to the $i$th SBS as $H_{ij}^{(k)}$, similar to \cite{134,136}, we adopt a geometric channel model with a single path, which can be expressed as

$$H_{ij}^{(k)} = \sqrt{Y_{ij}^{(k)}} a_S(\theta_{ij}^{(k)}) a_U(\varphi_{ij}^{(k)}), \quad (6.8)$$

where $a_S(\cdot)$ and $a_U(\cdot)$ are the steering vectors at the SBS and mmUE, $\theta_{ij}^{(k)}$ and $\varphi_{ij}^{(k)}$ are the angle of arrival (AoA) and angle of departure (AoD) at the SBS and mmUE. The AoAs and AoDs of all links are uniformly distributed in $[0, 2\pi]$. Note that $Y_{ij}^{(k)}$ is the path loss between mmUE and SBS and is given by

$$Y_{ij}^{(k)} = \begin{cases} c_L(R_{ij}^{(k)})^{-\alpha_L}, & \text{for LoS link}, \\ c_N(R_{ij}^{(k)})^{-\alpha_N}, & \text{otherwise}. \end{cases} \quad (6.9)$$

Note that $c_L$ and $c_N$ are the path loss for LoS and NLoS links at a reference distance. To align the transmit and receive beams, a codebook based sweeping method is considered.

Similar to \cite{135}, we assume that each SBS has a codebook of $N_c$ possible beamforming vectors $v_1, \ldots, v_{N_c}$, and the patterns of these beamforming vectors have non-overlapping main lobes. Hence, the angular domain can be divided by
the main lobes of the beamforming patterns into $N_c$ sectors, and the $n$th angular sector is defined as $\left[\frac{2\pi(n-1)}{N_c}, \frac{2\pi n}{N_c}\right]$. Similar definitions apply to mmUE and Eves, where each mmUE and Eve has $M_c$ and $M_e$ beamforming vectors, denoted by $f_1, \ldots, f_{M_c}$ and $t_1, \ldots, t_{M_e}$, respectively. Define the set of AoA covered by the main lobe of $v_n$ as $\mathcal{R}_n$, i.e., $\mathcal{R}_n = \{\theta \in [0, 2\pi] \mid |a_{S}(\theta)v_n|^2 = G_{BS}\}$. Then the AoD covered by the main lobe of $f_m$ and $t_l$ are $\mathcal{T}_m = \{\varphi \in [0, 2\pi] \mid |a_{U}(\varphi)f_m|^2 = G_U\}$ and $\mathcal{T}_E,l = \{\varphi \in [0, 2\pi] \mid |a_{E}(\varphi)t_l|^2 = G_E\}$, respectively. Following that, the average beamforming gains for the mmUE and Eve are given by

$$D_U = g_U + \frac{\theta_U}{2\pi}(G_U - g_U)$$

and

$$D_E = g_E + \frac{\theta_E}{2\pi}(G_E - g_E),$$

respectively. The SBS and the mmUE are assumed to be perfectly synchronized.

Similar to [172], in the uplink training, the mmUE sends the pilot towards its serving SBS, and SBS sweeps the beams in each sector and determines the beamforming direction for its associated users by steering to the beam sector that achieves maximal signal power, as shown in Fig. 6.1. We assume that orthogonal pilot sequences are assigned among different mmUEs, i.e., no pilot contamination.
is present. This is because: 1) each SBS will serve only one mmUE in each time slot due to the single RF chain; 2) those nearby SBSs will be assigned orthogonal pilot sequences and those far way SBSs will cause minor interference due to the severe path loss. This is different from the sub-6 GHz system where usually multiple users are served by an MBS. On the other hand, we assume that the Eves have perfectly synchronized with the SBS and randomly selects one pilot sequence to confound the SBS$^3$.

Without loss of generality, we assume that the AoA of the typical mmUE is located in the first sector of the SBS. Then the received signal in the $n$th sector in the beam sweeping process after correlating with the corresponding pilot is approximated by

$$y_n = 1(n = 1)\sqrt{P_p v_n^H H_{00}^{(0)} f_m} + \sum_{l \in \Phi_m} \sqrt{P_e v_n^H H_{0e}^{(l)} t_l} + v_n^H n_l,$$

(6.12)

where $1(\cdot)$ is the indicator function, $v_n$ is the beamforming vector for the $n$th sector, $H_{0e}^{(l)} = \sqrt{Y_{0e}^{(l)} a_S(\theta_{0e}^{(l)}) a_E(\varphi_{0e}^{(l)})}$ denotes the Eve’s channel. $\Phi_m$ denotes the Eves that share the same pilot with the mmUE and whose AoAs lie within the main lobe of the first beamforming vector of SBS. With the zero side lobe of SBS and the independent thinning of PPP, the effective intensity of $\Phi_e$ is $\lambda_e = \frac{\lambda E}{K} \frac{\theta_{BS}}{2\pi}$. Then the average received signal power in the $n$th sector can be expressed as

$$E_n = 1(n = 1) P_p Y_{00}^{(0)} G_{BS} G_U + \sum_{l \in \Phi_m} P_e Y_{0e}^{(l)} G_{BS} D_E + \sigma_m^2.$$

(6.13)

After sweeping all the beam sectors, the SBS will select the optimal beamforming vector by

$$v_{n^*} = \arg \max_{n=1,\ldots,N_c} E_n.$$

(6.14)

The success probability of beam pairing is defined as $p_s = \mathbb{P}(n^* = 1)$.

$^3$The Eves have perfect knowledge about all the pilot sequences used by mmUEs.
6.2.3 Mobile Association Rule

Each user is assumed to be associated to the BS providing the largest average received signal power (ARSP), and the users are offloaded to the macro-cell when the ARSP from the mmWave BS is below a threshold $\tau$. The ARSP of a typical user associated with each tier is defined as

$$\begin{cases} 
\text{ARSP}_\mu = \frac{P_\mu}{K} N_\mu X^{(0)}_0, \\
\text{ARSP}_m = P_m G_M Y^{(0)}_0.
\end{cases} \quad (6.15)$$

To derive the association probability, we first check the path loss property, given in the following lemma.

**Lemma 6.1.** The complementary cumulative distribution function (CCDF) of the path loss from a typical user to the nearest MBS and SBS is given by \([112,128,129]\)

$$\bar{F}_{X^{(0)}_0}(x) = 1 - \exp \left( -\pi \lambda_\mu \left( \frac{c_\mu}{x} \right)^{\frac{2}{\alpha_\mu}} \right), \quad (6.16)$$

and

$$\bar{F}_{Y^{(0)}_0}(y) = 1 - \exp \left( -\pi \lambda_m \Lambda \left( \frac{1}{y} \right) \right), \quad (6.17)$$

respectively, where

$$\Lambda(y) = 2 \frac{\gamma(2, \beta(c_L y)^{\frac{1}{\alpha_L}}) - \gamma(2, \beta(c_N y)^{\frac{1}{\alpha_N}})}{\beta^2} + (c_N y)^{\frac{2}{\alpha_N}}. \quad (6.18)$$

**Lemma 6.2.** The probability that a typical user is associated with the sub-6 GHz tier is given by

$$A_\mu = 1 - \pi \lambda_m (\Xi_L - \Xi_N), \quad (6.19)$$

where

$$\Xi_s = \int_0^{\frac{PG_M}{r}} f_s(l) e^{-\pi \lambda_m \Lambda(l) - \pi \lambda_\mu (c_\mu d_l)^{\frac{2}{\alpha_\mu}}} dl, \ s = \{L, N\}, \quad (6.20)$$
Figure 6.2: The association probability under different threshold and SBS density, where $\lambda_{\mu} = 10 \text{ BSs/km}^2$, $P_{\mu} = 43 \text{ dBm}$, $P_{m} = 30 \text{ dBm}$, $K = 10$.

$$f_s(l) = \frac{2^{\frac{s}{\alpha_s}}}{\alpha_s} \left( \frac{l^{\frac{s}{\alpha_s} - 1}}{e^{\beta(s,l)}} - 1 \right) \mathbb{1}(s = N)l^{\frac{s}{\alpha_s} - 1}, \quad (6.21)$$

and $\vartheta = \frac{P_{\mu}N_{\mu}K}{P_{m}G_{M}}$.

Proof. The proof is omitted here.

We can readily prove the analysis in Lemma 6.2 as shown in Fig. 6.2. We can observe that the theoretical results match well with the simulations and by increasing the density of mmWave BSs, the association probability to the mmWave tier is increased.

### 6.2.4 Performance Metrics

We assume that both MBS and SBS use Wyner’s encoding scheme for secure information transmission, as has been adopted in [114, 173, 174]. Let $R_b$ and $R_s$ denote the transmitted codeword rate and secrecy rate, respectively, then the rate difference $R_e \triangleq R_b - R_s$ can be regarded as the intentionally added redundancy to provide secrecy against eavesdropping. Particularly, we consider a fixed-rate transmission, i.e., the rate of the codeword $R_b$ and the rate of the secrecy in-
formation $R_e$ are determined before transmission. Due to the channel variance, connection and secrecy cannot be always guaranteed. Specifically, the coverage probability is defined as the probability that the instantaneous capacity is larger than $R_b$, i.e.,

$$p_{cov} = \mathbb{P}(W \log_2(1 + \text{SINR}) > R_b) = \mathbb{P}(\text{SINR} > T),$$

(6.22)

where $T = 2^{R_b/W} - 1$. Similarly, the secrecy probability is defined as the probability that the eavesdropping capacity $C_e$ is below the redundancy rate $R_e$. Since the Eves are non-colluding, the secrecy probability can be expressed as

$$p_{sec} = \mathbb{P}\left(\max_{l \in \Phi_E} W \log_2(1 + \text{SINR}_{e_l}) < R_e\right) = \mathbb{P}(\max_{l \in \Phi_E} \text{SINR}_{e_l} < T_e),$$

(6.23)

where $T_e = 2^{R_e/R_s} - 1$. Thus, the rate coverage and secrecy probability of a typical user can be expressed as

$$p_{cov} = A \mu p_{cov}^\mu + A m p_{cov}^m$$

(6.24)

and

$$p_{sec} = A \mu p_{sec}^\mu + A m p_{sec}^m,$$

(6.25)

respectively, where $p_{cov}^\mu$, $p_{cov}^m$, $p_{sec}^\mu$, and $p_{sec}^m$ denote the coverage and secrecy in the sub-6 GHz tier and the mmWave tier, respectively.

6.3 Coverage Performance Analysis

In this section, we analyze the conditional coverage performance when the typical user is associated to the sub-6 GHz tier and the mmWave tier.
6.3.1 Sub-6 GHz Tier

We assume that each MBS serves $K$ users simultaneously by using MRT precoding and null space based AN transmission is adopted. For simplicity, we consider equal power allocation among the $K$ users, then the transmitted signal at the $i$th BS can be expressed as

$$x_i = \sum_{k=0}^{K-1} \sqrt{\frac{\phi P_{\mu}}{K}} w_{ii}^{(k)} s_{ii}^{(k)} + \sqrt{(1 - \phi)P_{\mu}} V_{i} n_a,$$

(6.26)

where $\phi$ is the power allocation between the information bearing signal and the AN, $P_{\mu}$ is the total transmit power, $s_{ii}^{(k)}$ is the information bearing signal with $\mathbb{E}[|s_{ii}^{(k)}|^2] = 1$, $n_a$ is an artificial noise vector with i.i.d. entries $n_a \sim \mathcal{CN}(0, \left(\frac{1}{N_{\mu} - K}\right).$

Note that $w_{ii}^{(k)}$ denotes the beamforming vector of the $k$th user at the $i$th BS, $V_i \in \mathbb{C}^{N_{\mu} \times (N_{\mu} - K)}$ denotes the null space of $\bar{H}_i$, where $\bar{H}_i = [\bar{h}_{ii}^{(0)}, \bar{h}_{ii}^{(1)}, \ldots, \bar{h}_{ii}^{(K-1)}].$

Then the received signal at the typical user can be expressed as

$$y_{00}^{(0)} = \sqrt{\bar{P}_{\mu}} \bar{h}_{00}^{(0)H} w_{00}^{(0)} s_{00}^{(0)} + \sum_{k=1}^{K-1} \sqrt{\bar{P}_{\mu}} h_{00}^{(0)H} w_{00}^{(k)} s_{00}^{(k)} + \sum_{i \in \Phi_{\mu}, \{0\}} \sum_{k=0}^{K-1} \sqrt{\bar{P}_{\mu}} h_{00}^{(0)H} w_{ii}^{(k)} s_{ii}^{(k)} + \sqrt{(1 - \phi)P_{\mu}} h_{00}^{(0)H} V_{i} n_a + n_0,$$

(6.27)

where $\bar{P}_{\mu} = \frac{\phi P_{\mu}}{K}$, $h_{ij}^{(k)}$ denotes the downlink channel from the $i$th BS to the $k$th user in the $j$th cell. We assume that each BS adopts $w_{ii}^{(k)}$ as a scaled version of the channel estimation given by

$$w_{ii}^{(k)} = \frac{\bar{h}_{ii}^{(k)}}{|\bar{h}_{ii}^{(k)}|} = \frac{y_{ii}^{(k)}}{|y_{ii}^{(k)}|}.$$

(6.28)

Then the SINR of the typical user can be expressed as

$$\text{SINR}_{0}^{\mu} = \frac{|h_{00}^{(0)H} w_{00}^{(0)}|^2}{I_0 + I_i + \frac{\sigma_n^2}{P_{\mu}}},$$

(6.29)
where

\[
I_0 = \mathbb{E} \left| \hat{h}_{00}^{(0)} W_{00} \right|^2 + \sum_{k=1}^{K-1} \mathbb{E} \left| \hat{h}_{00}^{(0)} W_{00}^{(k)} \right|^2 = \frac{\mathbb{E} \left| \hat{h}_{00}^{(0)} Y_{00} \right|^2}{\left| Y_{00} \right|^2} + \sum_{k=1}^{K-1} \frac{\mathbb{E} \left| h_{00}^{(0)} Y_{00}^{(k)} \right|^2}{\left| Y_{00}^{(k)} \right|^2},
\]

(6.30)

\[
I_i = \sum_{i \in \Phi_{\mu} \setminus 0} \left[ \sum_{k=0}^{K-1} \mathbb{E} \left| h_{00}^{(0)} w_{ii}^{(k)} \right|^2 + K \xi \left| h_{00}^{(0)} V_i \right|^2 \right]
= \sum_{i \in \Phi_{\mu} \setminus 0} \left[ \sum_{k=0}^{K-1} \mathbb{E} \left| h_{00}^{(0)} y_{ii}^{(k)} \right|^2 + K \xi \left| h_{00}^{(0)} V_i \right|^2 \right],
\]

(6.31)

and \( \xi = \frac{\phi^{-1}-1}{N_{\mu}-K} \). Since universal frequency reuse is adopted, we only consider the interference-limited case and the thermal noise is neglected. By substituting the previous results into (6.29), the SIR can be approximated by

\[
\text{SIR}_0^\mu \approx \frac{P_p (N_\mu + 1) (X_{00}^{(0)})^2}{X_{00} \Delta_0 + \sum_{0}^{(0)} (K - 1) X_{00}^{(0)} + \Delta_1 + (1 + \xi_0) \Delta_2},
\]

(6.32)

where \( \xi_0 = \frac{\phi^{-1}-1}{N_{\mu}} \). Note that \( \Delta_0 = \sum_{j \in \Phi_{\mu} \setminus 0} P_p X_{0j}^{(0)} + \sum_{l \in \Phi_e} P_e X_{0e}^{(0)} + \sigma^2 \), \( \Delta_1 = P_p \sum_{i \in \Phi_{\mu} \setminus 0} \left( X_{0i}^{(0)} \right)^2 / \sum_{i}^{0} \), and \( \Delta_2 = K \sum_{i \in \Phi_{\mu} \setminus 0} X_{i0}^{(0)} \).

**Proof.** Please refer to Appendix [D.1]. ■

Following that, the coverage probability can be derived as follows.

**Proposition 6.1.** The rate coverage probability of the typical user associated with the sub-6 GHz tier in the presence of pilot contamination and attack is approximated by

\[
p_{cov}^\mu \approx \frac{N}{n} \sum_{n=1}^{N} (-1)^{n+1} \exp \left( -\frac{nu T A_4}{A_0} \right) \int_0^\infty \exp \left( -\frac{nu T (A_1 t^\alpha + A_2 t + A_3 t^{1+\alpha})}{A_0} \right) f(t) dt.
\]

(6.33)
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where \( f(t) = \pi \lambda_{\mu} e^{-\pi \lambda_{\mu} t}, \nu = (N!)^{-\frac{1}{2}} \), \( N \) is the number of terms used in the approximation. Note that \( A_0 = P_p(N_{\mu} + 1)c_{\mu}^2, A_1 = K\tilde{\Delta}_0 c_{\mu}, A_2 = P_p a_3 + (1 + \xi_0)KP_{e}c_{\mu}a_4, A_3 = (1 + \xi_0)K\tilde{\Delta}_0 a_4, A_4 = (K - 1)P_{p}c_{\mu}^2, \tilde{\Delta}_0 = P_{p}a_1 + P_{e}a_2 + \sigma^2. \) In addition, \( a_1 = \frac{2e^{-\pi \mu^\alpha}}{\alpha_{\mu} - 2}, a_2 = \frac{4e^{-\pi \mu^\alpha}}{\alpha_{\mu} - 2} \int_0^\infty r^3 - \alpha_{\mu} e^{-\pi \mu^\alpha} r^2 dr, a_3 = \frac{\pi \lambda_{\mu} c_{\mu}^2}{\alpha_{\mu} - 1}, \) and \( a_4 = \frac{2\pi \mu \lambda_{\mu}}{\alpha_{\mu} - 2}. \)

**Proof.** Please refer to Appendix D.2.

From (6.33), we can prove that the coverage probability of the sub-6 GHz tier is an increasing function of \( N_{\mu}. \) However, the impact of MBS density \( \lambda_{\mu} \) on the coverage probability can not be readily obtained due to the complicated expression in (6.33). Here we provide some intuitive explanations. For a weak pilot attack (e.g., density of Eves is very low), by increasing the MBS density, the pilot contamination will be increased. Thus, the received signal power of a typical user scales strictly less than \( \lambda_{\mu}^{\alpha_{\mu}} \), but the interference power scales larger than \( \lambda_{\mu}^{\alpha_{\mu}} \), resulting in a decrease in coverage performance. However, when the pilot attack from Eves dominates pilot contamination, we can observe that \( \Sigma_{00}^{(0)} \approx \Delta_0 \approx \sum_{l \in \Phi_0} P_{e}X_{0e}^{(l)}, \) both of them scales strictly less than \( \lambda_{\mu}^{\alpha_{\mu}} \). On the other hand, the numerator in (6.32) scales as \( \lambda_{\mu}^{\alpha_{\mu}}. \) In this case, by increasing the MBS density, the coverage performance will be improved. The coverage probability under different Eve density is evaluated in Fig. 6.3. We can observe that when \( \lambda_{E} \) is very small, the coverage probability gradually decreases to a constant, whereas for a large \( \lambda_{E} \), the coverage first increases and then converges to a constant, which validated the analysis.

**Remark 6.1.** For the cases without pilot reuse, i.e., all the users are assigned with orthogonal pilot sequences and only pilot attack is present, \( a_1 \) and \( a_3 \) reduce to 0. For the perfect CSI case without pilot attack and pilot contamination, \( a_1, a_2, \) and \( a_3 \) reduce to 0.
6.3.2 mmWave Tier

In this subsection, we characterize the coverage performance of the mmWave tier taking into the account the impact of the pilot attack. Due to the single-path channel model and the zero SBS side lobe assumptions, we first define the following two events: 1) the SBS and mmUE beams are successfully aligned (SA event), which captures the case of the beamforming pair with the maximal SBS and mmUE beamforming gains, i.e., $D_{BS} = G_{BS}$ and $D_{U} = G_{U}$, and 2) the SBS and mmUE beams are unsuccessfully aligned (UA event), which captures the case of the beamforming pair with SBS main lobe gain and mmUE side lobe gain, i.e., $D_{BS} = G_{BS}$ and $D_{U} = g_{U}$. Then the coverage probability can be expressed as

$$
\begin{align*}
P_{cov}^{m} &= P(\text{SINR}_{0}^{m} > T | \text{SA})P(\text{SA}) \\
&+ P(\text{SINR}_{0}^{m} > T | \text{UA})P(\text{UA}).
\end{align*}
$$

(6.34)

The SINR of the typical user under the SA and UA cases can be expressed as

$$
\text{SINR}_{0,\text{SA}}^{m} = \frac{P_{m}G_{BS}G_{U}Y_{00}^{(0)}}{I_{m} + N_{0}},
$$

(6.35)
and
\[
\text{SINR}_\text{mUA}^m = \frac{P_m G_\text{BS}g_y y_{00}^m}{I_m + N_0},
\]
respectively, where \( I_m = \sum_{i \in \Phi_m \setminus \{0\}} P_m G_\text{BS} D_U y_{00}^m \). Note that \( \Phi_m^{(1)} \) denotes the interfering SBSs whose AoAs lie within the main lobe, based on the independent thinning of PPP, the effective intensity of \( \Phi_m^{(1)} \) is \( \lambda_m^{(1)} = \lambda_m \theta_\text{BS} / 2\pi \).

**Lemma 6.3.** The success probability of beam alignment is lower bounded by
\[
p_s \geq \left( 1 - \int_0^\infty e^{-\pi \lambda_m \frac{\Lambda(\frac{x}{\alpha E})}{\alpha E}} f_{Y_E^{-1}}(x) \, dx \right)^{N_c - 1},
\]  
(6.37)

Note that
\[
f_{Y_E^{-1}}(x) = \pi \lambda_m \Lambda'(x) e^{-\pi \lambda_m \Lambda(x)},
\]
(6.38)

where \( \Lambda'(x) \) is the first derivative of \( \Lambda(x) \) and \( \alpha_E = \frac{P_D G_U}{P_p G_U} \).

**Proof.** The received pilot attack signal power can be approximated by the received power from the nearest Eve, i.e.,
\[
\sum_{l \in \Phi_m^{(l)}} y_{00}^{(l)} \approx \max_{l \in \Phi_m^{(l)}} y_{00}^{(l)} \triangleq Y_E.
\]
(6.39)

Since the Eve’s position is independent with the mmUE, \( Y_E \) follows a similar distribution with \( y_{00}^{(0)} \). Hence the success probability can be approximated as
\[
p_s = P \left( E_1 \geq \max_{n=2,\ldots,N_c} E_n \right)
\geq \left[ P \left( P_s y_{00}^{(0)} G_\text{BS} G_U \geq P_s G_\text{BS} D_E Y_E \right) \right]^{N_c - 1}
= \left[ P \left( y_{00}^{(0)} \geq \alpha_E Y_E \right) \right]^{N_c - 1}
= \left( 1 - \int_0^\infty e^{-\pi \lambda_m \frac{\Lambda(\frac{x}{\alpha E})}{\alpha E}} f_{Y_E^{-1}}(x) \, dx \right)^{N_c - 1}.
\]
(6.40)

By substituting the result in Lemma 6.1, we can obtain (6.37). 

The success probability of beam alignment versus the Eve’s density is shown in Fig. 6.4 with the parameters given in Section 6.5. We can observe that the gap
between the theoretical results and simulation results is negligible. In addition, the success probability increases with $\lambda_m$ and decreases with $\lambda_E$. This is because $Y_E$ increases with $\lambda_E$ and $Y_{00}$ increases with $\lambda_m$.

**Proposition 6.2.** The rate coverage probability of the typical user associated with the mmWave tier is lower bounded by

$$p_{cov}^m \geq p_s \left[ 1 - \int_0^\infty e^{-\Lambda_m(0,A_m)} f_{(Y_{00})-1}(x) dx \right], \quad (6.41)$$

where $f_{(Y_{00})-1}(x)$ is the pdf of the path loss from the mmUE to SBS and can be derived from Lemma 6.1. Note that $A_m = \frac{P_m G_{BS} G_{U}}{uT\left(\sigma_m^2 + \mu_I\right)}$, $\mu_I$ is the average value of the inter user interference and is given by

$$\mu_I = 2\pi \lambda_m^{(1)} P_m G_{BS} D_U \left[ c_L \int_{(c_L z)}^\infty t^{1-\alpha_L} e^{-\beta t} dt + c_N \int_{(c_N z)}^\infty t^{1-\alpha_N} (1 - e^{-\beta t}) dt \right]. \quad (6.42)$$

**Proof.** When the beams are not aligned, the SINR is usually very low, hence the coverage probability will be dominated by the SA case, i.e.,

$$p_{cov}^m \geq \mathbb{P}(\text{SINR}_0^m > T | \text{SA}) \mathbb{P}(\text{SA}). \quad (6.43)$$
Conditioning on the success beam alignment, the SINR coverage probability can be derived as

$$\mathbb{P}(\text{SINR}_0^m > T \mid \text{SA}) = \mathbb{P} \left( \frac{Y_{00}^{(0)} - \sigma_m^2}{P_m G_{BSG_U}} \geq T \right)$$

(6.44)

$$= \mathbb{E}_{Y_{00}^{(0)}} \left[ 1 - \exp \left( -\pi \lambda_m \Lambda \left( \frac{P_m G_{BSG_U}}{T(\sigma_m^2 + I_m)} \right) \right] \right),$$

and the interference term can be approximated by

$$\mu_I = \sum_{i \in \Phi_m \setminus \{0\}} P_m G_{BSD_U} Y_{00}^{(0)}$$

(6.45)

$$= 2\pi \lambda_m(1) P_m G_{BSD_U} \int_{\frac{c_{UL}}{Y_{00}^{(0)}}}^\infty cr^{-\alpha} p(r)dr.$$

By considering both the LoS and NLoS cases, (6.45) can be calculated. By taking an average of (6.45) over $Y_{00}^{(0)}$, we can obtain (6.41).

**Corollary 6.1.** When only the LoS link is considered, i.e., $p_L(r) = 1(r < R_L)$, the rate coverage probability reduces to

$$p_m^{\text{cov}} = p_L(1 - e^{-\pi \lambda_m \omega^2}),$$

(6.46)

where $\omega = \min \left( R_L, \left( \frac{P_m G_{BSG_U} c_L}{T^2 \sigma_m^2} \right)^{\frac{1}{\alpha_L}} \right)$.

**Proof.** When only the LoS link is present, by analyzing the intensity measure of the path loss process [128], we can obtain

$$\Lambda(x) = \min(\frac{R_L^2}{c_L x}, \frac{\sigma_m^2}{\alpha_L}).$$

(6.47)

Then the conditional rate coverage probability under SA becomes

$$\mathbb{P} \left( X_{00}^{(0)} \geq \frac{T \sigma_m^2}{P_m G_{BSG_U}} \right) = 1 - e^{-\pi \lambda_m \omega^2}.$$

(6.48)

By multiplying the success probability, we can obtain (6.46).
For the special case that only the LoS link with $p_L(r) = 1(r < R_L)$, we can also obtain the following corollary.

**Corollary 6.2.** The necessary condition that enables the coverage performance of the mmWave tier to outperform the counterpart of the sub-6 GHz tier in the presence of the pilot attack is given by

$$\lambda_m \geq -\frac{\ln(1 - p_{cov}^m/p_s)}{\pi \varsigma^2}. \quad (6.49)$$

Since the beam alignment success probability monotonically increases with $\lambda_m$, we can observe from (6.49) that it is always possible to enable the coverage performance in the mmWave tier to outperform that of the sub-6 GHz tier, as long as the mmWave tier is still noise-limited.

### 6.4 Secrecy Performance Analysis

#### 6.4.1 Sub-6 GHz Tier

For the Eves, we consider the worst case by assuming that they have zero noise power and also have multi-user decoding capability \[35, 112, 114\], i.e., they can resolve the concurrent transmission of information signals from nearby BSs using successive interference cancellation, and thus the SIR of the $l$th Eve can be expressed as

$$\text{SIR}_{el} = \frac{\bar{P}_\mu |g_{0e}^{(l)H}w_{00}^{(0)}|^2}{\sum_{i \in \Phi_\mu} \phi P_{\mu} \varepsilon |g_{ie}^{(l)H}V_i|^2} = \frac{|g_{0e}^{(l)H}y_{00}^{(0)}|^2}{|y_{00}^{(0)|^2 \sum_{i \in \Phi_\mu} \xi K |g_{ie}^{(l)H}V_i|^2}. \quad (6.50)$$

Following similar procedures for coverage performance analysis, we can derive the secrecy outage probability which is given by the following proposition.
Proposition 6.3. The secrecy probability of the typical user associated with the sub-6 GHz tier with pilot contamination and attack is lower bounded by

\[ p_{sec}^\mu \geq \exp (-\pi \lambda_E \Theta), \]  
(6.51)

where \( \Theta \) is given by

\[ \Theta = \sum_{n=1}^{N} \left( \begin{array}{c} N \\ n \end{array} \right) (-1)^{n+1} \int_0^\infty e^{-\frac{\nu}{n_1^\alpha + B_2 + \alpha}} \, dt. \]  
(6.52)

Note that \( N \) is the number of terms used for calculation, \( \nu = (N!)^{-\frac{1}{N}} \), and \( B_0 = \xi_0 a_4 K \tilde{\Delta}, \) \( B_1 = \tilde{\Delta} c_\mu, \) \( B_2 = N_\mu P_e c_\mu^2, \) \( \tilde{\Delta} = \tilde{\Delta}_0 + 2P_p \pi \lambda_\mu c_\mu \int_0^\infty r^{1-\alpha} e^{-\pi \lambda r} dr. \)

Proof. Please refer to Appendix D.3.

Then we can obtain the following property.

Property 6.1. The secrecy probability of the AN-aided sub-6 GHz system is an increasing function of the MBS density \( \lambda_\mu \) and is a decreasing function of \( N_\mu \) and the Eve’s density \( \lambda_E. \)

The property of \( \lambda_E \) can be readily proved. Since the distance from the \( l \)th Eve to the \( i \)th MBS \( \sum_{i \in \Phi_\mu} X_{ie}^{(l)} \) scales as \( \lambda_\mu^\frac{\alpha}{\alpha + 1} \), and \( X_{0e}^{(l)} \) is independent with \( \lambda_\mu \) due to the Slivnyak’s theorem, then from (D.15), we can observe that the SIR of the \( l \)th Eve decreases with \( \lambda_\mu \). On the other hand, since the Eves are assumed to be able to resolve the information from nearby BSs, the average aggregate interference power will be independent with \( N_\mu \). Therefore, the SIR of the \( l \)th Eve increases with \( N_\mu \), as shown in (D.14).

Remark 6.2. When only pilot contamination is present, \( B_2 = 0, a_2 = 0, \) the integration in \( \Theta \) produces a closed-form expression. In particular, for the perfect CSI case, \( B_1 = c_\mu, \) and \( B_2 = 0. \)
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6.4.2 mmWave Tier

For the mmWave system, since the Eves can resolve information from different SBSs, then the SNR of the \( l \)th Eve can be expressed as

\[
\text{SNR}_{el}^m = \frac{P_mD_{BS}D_EX_{0e}^{(l)}}{\sigma_n^2}.
\] (6.53)

Due to the existence of the pilot attack, the exact expression of the secrecy probability is nontrivial to be derived. However, since all the Eves are non-colluding, the maximal SNR is usually determined by the nearest Eve. Then the approximated expression of the secrecy probability of the mmWave system can be derived, which is given by the following proposition.

**Proposition 6.4.** The secrecy probability of the typical user associated with the mmWave tier with pilot attack is approximated by

\[
\rho_{\text{sec}}^m \approx \rho_s e^{-\pi \lambda_E \frac{G_{BS}D_E}{2 \pi} \Lambda(\mu)} + (1 - \rho_s) e^{-\pi \lambda_E \Lambda(\mu)},
\] (6.54)

where \( \mu = \rho_s \frac{G_{BS}D_E}{T_c \sigma_n^2} \).

**Proof.** Please refer to Appendix D.4. \( \blacksquare \)

Note that the success probability of beam alignment is usually close to 1, and the secrecy probability under the SA case is much larger than the UA case. This is because in the UA case the SBS beam is steered to the Eve. Hence the secrecy probability will be dominated by the first term in (6.54), and we can obtain the following property.

**Property 6.2.** The secrecy probability is a decreasing function of the Eve’s density \( \lambda_E \) and is an increasing function of \( \lambda_m \).

**Remark 6.3.** From (6.54), we observe that the mmWave system can achieve a secrecy probability \( \rho \) if

\[
\rho_s \geq \rho e^{\pi \lambda_E \frac{G_{BS}D_E}{2 \pi} \Lambda(\mu)}.
\] (6.55)
In addition, the secrecy probability achieved by the mmWave small cell outperforms the sub-6 GHz counterpart, when \( p_{\text{sec}}^\mu = \varrho \) and \( p_s \) satisfies (6.55).

Due to the complicated expression of the secrecy probability for the sub-6 GHz tier and the mmWave tier, it is difficult to directly obtain the explicit expressions of the conditions that enable the mmWave tier to outperform the sub-6 GHz tier. Hence, we only compare the performance through numerical results in the next section.

### 6.5 Numerical Results and Discussions

In this section, simulation results are presented to verify the theoretical analysis. We assume that the sub-6 GHz carrier frequency is 1 GHz with a bandwidth of 20 MHz and the mmWave system operates in 28 GHz with a bandwidth of 1 GHz. The path loss exponent is set as \( \alpha_\mu = 2.6 \), \( \alpha_L = 2 \), \( \alpha_N = 2.9 \), respectively, and the LoS probability parameter is \( 1/\beta = 20 \). In addition, the path loss constant is set to be \( c_\mu = -38.46 \) dB, \( c_L = -61.4 \) dB, and \( c_N = -72 \) dB, respectively. The MBS is equipped with \( N_\mu = 64 \) antennas and the mmWave antenna beam patterns of the SBS, mmUE, and Eve are \((G_{BS}, \theta_{BS}) = (10 \text{ dB}, \frac{2\pi}{N_m})\), \((G_U, g_U, \theta_U) = (3 \text{ dB}, -3 \text{ dB}, \frac{2\pi}{3})\), \((G_E, g_E, \theta_E) = (10 \text{ dB}, -5 \text{ dB}, \frac{\pi}{3})\), respectively. The noise power is calculated by \( \sigma^2 = -174 + 10 \log_{10}(BW) + N_f \) with the noise figure \( N_f = 10 \text{ dB} \). The transmitting power levels of the MBS and SBS are \( P_\mu = P_m = 30 \text{ dBm} \), respectively, unless stated otherwise. The pilot transmitting power levels of the user and Eve are \( P_{p}^\mu = P_{e}^\mu = 30 \text{ dBm} \), and \( P_{p}^m = P_{e}^m = 30 \) dBm.

We first verify the coverage probability of the sub-6 GHz system and mmWave system under different CSI conditions in Fig. 6.5. We can observe that the approximation for the sub-6 GHz system match well with the simulation results and the mmWave lower bound strictly follows the trend of the simulations with a small gap, which validate the theoretical analysis. We can observe that the coverage per-
Figure 6.5: The coverage probability of the sub-6 GHz tier and the mmWave tier under different CSI cases, where $\lambda_\mu = \lambda_m = \lambda_E = 20$ BSs/km$^2$, $\phi = 0.7$, $K = 1$.

Performance is severely degraded by the pilot attack and contamination. Comparing the coverage performance between the sub-6 GHz tier and the mmWave tier, we can observe that the sub-6 GHz system outperforms the mmWave counterpart at low data rate region, whereas the mmWave system outperforms the sub-6 GHz system at high data rate region. This is because mmWave system with much larger band width can achieve much higher capacity than the sub-6 GHz system. However, mmWave signals also suffer severe path loss and blockage, which greatly limits the coverage performance at low data rate region.

We then present the coverage performance comparison between the sub-6 GHz tier and the mmWave tier under different BS density and antenna configurations in Fig. 6.6. For fair comparisons, we assume that each MBS only serves one user in each time slot, i.e., $K = 1$. We observe that both increasing the number of antennas at MBS and densifying the MBS density can improve the coverage performance of the sub-6 GHz system under the given parameters, which has been explained in Section 6.3.1. More importantly, we also observe that increasing the number of antennas at MBS is more effective than densifying the MBS density for coverage improvement, due to the pilot contamination. For example, when
Figure 6.6: The coverage performance comparison between the sub-6 GHz tier and the mmWave tier, where $\lambda_E = 20$ BSs/km$^2$, $\phi = 0.7$, $K = 1$.

$\lambda_\mu = 10^{-5}$, increasing the number of antennas at MBS from 40 to 160, we can achieve 37% performance improvement, whereas densifying MBS to $4 \times 10^{-5}$ can only obtain a gain of 15.7%. On the other hand, by increasing the SBS density, the mmWave coverage performance will be improved and can also outperform the sub-6 GHz counterpart. This is because increasing $\lambda_m$ not only improves the success probability of the beam alignment but also increases the average received signal power since the mmWave network is usually noise limited.

The corresponding secrecy performance is presented in Fig. 6.7. For the sub-6 GHz system, we can observe that the derived lower bound follows the trend of the simulation results, and the secrecy probability under the perfect CSI case outperforms the other two cases. This is because, on one hand, the AN is perfectly injected in the null space of the intended user’s channel when the user’s CSI is perfectly acquired, on the other hand, both the pilot contamination and pilot attack will steer the beamforming vector to deviate from the user’s channel, resulting in more information leakage. However, the secrecy probability with both pilot contamination and pilot attack outperforms the case that has only pilot attack. This is because when only pilot attack is present, the beamformer at the MBS
will move towards the Eve more thus increasing its received signal power. For the mmWave system, we can also observe that the pilot attack can greatly increase the eavesdropping capacity resulting in a lower secrecy probability compared with the no pilot attack case. Note that due to the approximation of the beam alignment success probability, there exists a small gap between the simulation and theoretical results. Different from the coverage performance, we can observe from Fig. 6.7 that at a low redundant rate region, the mmWave system always outperforms the sub-6 GHz system. This is because the directional transmission of mmWave signal is more resistant to eavesdropping, which shows the advantages of using mmWave to secure transmission. While at a high redundant rate region, the sub-6 GHz system gradually outperforms the mmWave system. This is because the AN and inherent inter-cell interference in the sub-6 GHz system can degrade the Eves and thus limits the maximal eavesdropping capacity.

Similar to Fig. 6.6, the secrecy performance comparison between the sub-6 GHz tier and the mmWave tier is presented in Fig. 6.8. We can observe that the secrecy performance will be improved by increasing the MBS density and is degraded by increasing the number of antennas at MBS, which validate Property
Figure 6.8: The secrecy performance comparison between the sub-6 GHz tier and the mmWave tier, where $\lambda_E = 20$ BSs/km$^2$, $\phi = 0.7$, $K = 1$.

6.1 Hence, densifying MBS is more effective than increasing MBS antennas in improving the secrecy performance in the sub-6 GHz tier. Moreover, we observe that by densifying SBS, it is always possible for the mmWave tier outperforms the sub-6 GHz tier.

Lastly, the coverage and secrecy probabilities of a typical user are evaluated in Figs. 6.9 and 6.10 respectively. From Fig. 6.9 we can observe that by increasing the SBS density $\lambda_m$, the coverage performance will be improved, which is straightforward. However, increasing the number of antennas at MBS will not always improve the coverage performance. Since increasing $N_{\mu}$ will force more users to be associated with the sub-6 GHz tier, and the mmWave tier achieves better coverage performance at high data rate region as has been explained before. Thus, the coverage performance will be degraded by increasing $N_{\mu}$ when the target rate $R_b$ is very high. For the secrecy performance, since the secrecy probability increases with the BS density in either the sub-6 GHz tier or the mmWave tier, we can observe that the secrecy performance will be improved by either increasing MBS density or SBS density, as shown in Fig. 6.10.
Figure 6.9: The coverage probability of a typical user, where $\lambda_\mu = 20$ BSs/km$^2$, $\lambda_E = 40$ BSs/km$^2$, $P_\mu = 43$ dBm, $\phi = 0.7$, $K = 10$, $\tau = -10$ dBm.

Figure 6.10: The secrecy probability of a typical user, where $P_\mu = 43$ dBm, $\phi = 0.7$, $K = 10$, $R_e = 5$ Mbps, $\tau = -10$ dBm.
6.6 Summary

In this chapter, the physical layer security in a sub-6 GHz and mmWave hybrid network has been investigated, where all the nodes are distributed according to independent PPPs. By taking into account the pilot attack from the Eves, we provide an analytical framework to characterize the coverage and secrecy probabilities. For the sub-6 GHz tier, it has revealed that increasing the number of MBS antennas is more effective than increasing MBS density in improving the coverage performance, whereas densifying MBS is more effective for security enhancement. Moreover, it has shown that the coverage and secrecy in the mmWave tier can outperform the sub-6 GHz counterpart through densifying the SBS.
Chapter 7

Conclusions and Future Works

7.1 Conclusions

Without using complicated cryptographic protocols, security can be achieved at physical layer by exploiting the random and fading nature of wireless mediums. Physical layer security techniques provide essential benefits to wireless systems, and pave the way for the future networked society. In this thesis, we have investigated security enhancement techniques in emerging wireless communication systems, by using the physical layer security methods. The main contributions and conclusions are summarized as follows.

We have proposed to use the successive relaying scheme to improve the secrecy performance of an AF relaying network with untrusted relay nodes in Chapter 3. Considering different complexity requirement, we have proposed several relay pair selection schemes and derived the corresponding closed-form expression of the lower bound of the SOP. Some useful insights have also been provided through asymptotic diversity order analysis. It has revealed that, the proposed scheme can achieve a maximum diversity order of $N - 1$, where $N$ is the number of untrusted relay nodes, which shows a great improvement compared with existing schemes.

In Chapter 4, we have investigated the secrecy throughput maximization strategy in a two-user MISOME wiretap channel through joint optimization of power
allocation and wiretap code rates. Both the normal data stream and AN are employed to jam the Eves and both non-adaptive and adaptive transmission schemes are proposed. It is proven that the effective secrecy throughput is a quasi-concave function of the secrecy rate and the power allocated to Bob, and for fixed wiretap code rates, the optimal power allocation is derived in a closed-form expression. Moreover, it has been shown that improved secrecy throughput can be achieved through injecting AN and concurrent transmission of Bob and the normal user.

Following that, we have investigated physical layer security in AN-aided multi-antenna small-cell networks in Chapter 5 considering the spatial randomness of different nodes. By leveraging the stochastic geometry tools, closed-form expressions of the connection and secrecy outage probabilities are derived and the impact of different parameters is analyzed. It reveals that in a low cell-load case, deploying more BSs will improve the connection and secrecy outage performance. For a fixed-rate transmission scheme, the condition under which AN becomes unnecessary is given. We also derive a semi closed-form expression of the lower bound of the achievable average secrecy rate, which is shown to be a quasi-concave function of the power allocation factor and a monotonic decreasing function of the ratio of the Eve-BS density. We have further investigated the impact of adaptive eavesdropping or jamming strategy from the perspective of Eves, where Eves far away from the BSs adaptively act as jammers to interfere with the legitimate users. It has been shown that the secure transmission probability and the secrecy throughput will be degraded severely with smart jamming.

Lastly, we have studied the physical layer security in a hybrid sub-6 GHz and mmWave large-scale heterogeneous network in Chapter 6 with massive antennas at the sub-6 GHz BSs. By considering pilot spoofing attacks from the Eves, we have analyzed the coverage and secrecy performance using stochastic geometry. It has been shown that densifying the macro cells will not improve the coverage performance for the sub-6 GHz massive MIMO system in the presence of pilot contamination. For the sub-6 GHz tier, increasing the number of BS antennas is
more effective than increasing BS density in improving the coverage performance, whereas densifying BS is more effective for security enhancement. Moreover, the mmWave tier may outperform the sub-6 GHz counterpart in terms of both coverage and secrecy through densifying the base stations. Meanwhile, the mmWave small cell can provide better coverage performance in the high transmission code-rate region, whereas the secrecy performance of the mmWave system outperforms the sub-6 GHz counterpart in the low redundant rate region, which reveals the advantage of using mmWave for secure communication.

7.2 Future Works

There are some potential research directions that can be extended based on the insights presented in this thesis. Firstly, in this thesis, the exploitation of AN relies on the perfect CSI of the main channel [173, 175], which may not be available in practice. Thus, the secure transmission scheme in the presence of CSI errors, arising from imperfect feedback [92], pilot contamination in massive MIMO [43, 102], or pilot attacks [42], still needs further investigation. We have learnt from Chapter 6 that pilot contamination and pilot attack may greatly degrade the coverage and secrecy performance of the massive MIMO system, however, the detection and mitigation of such attacks remain a very challenging issue. An energy ratio detector was proposed in [44] by comparing the received signal power at the transmitter and receiver, however it requires a secure feedback link. A jamming resistant receiver scheme was proposed in massive MIMO uplink, and the jamming channel was estimated by exploiting the unused pilot sequence in [176], but it cannot be applied in multiple Eves or jammers case. Efficient detection and mitigation of pilot attacks are critical to recover the secure transmission and deserve more research attention.

Secondly, the effectiveness of AN also relies on the assumption that the number of antennas at the transmitter side is larger than that of Eves [88, 173]. This
assumption may not hold anymore in scenarios with a large number of colluding Eves or an Eve with massive antennas. It is interesting to investigate whether it is possible to achieve positive secrecy in the presence of massive antenna Eves and the corresponding secrecy enhancement techniques. In addition, the exploitation of AN incurs more power consumption, which may decrease the energy efficiency, the energy efficient power allocation with security constraints is also an interesting direction.

Thirdly, in large scale networks, the spatial randomness of the network nodes are modeled by the PPP model in Chapters 5 and 6 for the ease of tractability. One insight we have learnt is that the inter-cell interference can be used to secure the transmission without using artificial noise in the dense network. However, the inter-cell interference degrades both the legitimate user and the Eves, and thus greatly limits the achievable secrecy performance. To further enhance the secrecy capacity, advanced inter-cell interference management techniques, such as BS cooperation or coordination [155, 177], advanced precoding design with cell-edge user awareness [178] or interference leakage control [179], and optimal power control and power allocation at different BSs are promising solutions that worth more research efforts.

Moreover, in Chapter 6 the mmWave system is assumed to have only single RF chain and thus analog beamforming is employed. In practice, the mmWave BS and user may be equipped with multiple RF chains and the number of RF chains is usually less than the number of antennas, thus mmWave system usually adopts hybrid beamforming techniques to support multiple streams. Effective physical layer transmission methods are thus needed considering the unique features of mmWave systems.
Appendix A

Proofs of Theorems in Chapter 3

A.1 Proof of Theorem 3.1

Based on (3.23), we have

\[ P^{SP} \overset{(c)}{=} \mathbb{P} \left( \frac{\gamma_{id}}{\gamma_{si} + \theta \gamma_{id}} \min\{\gamma_{si}, (\theta - 1)\gamma_{id}\} < \gamma \right) > P_{LB}^{SP} \]

where (c) comes from the fact that \( \frac{x}{x+y} < \min(x, y) \),

\[ P_{LB}^{SP} = \mathbb{P} \left( \gamma_{si} < (\theta - 1)\gamma_{id}, \gamma_{si} < \theta \gamma \right) \]

\[ + \mathbb{P} \left( (\theta - 1)\gamma_{id} < \gamma_{si} < \theta \gamma_{id}, \gamma_{id} < \frac{\theta}{\theta - 1} \gamma \right) \]

\[ + \mathbb{P} \left( \gamma_{si} > \theta \gamma_{id}, \gamma_{si} > \theta - 1 - \frac{\gamma_{id}}{\gamma} \right) \]  \( I_1 \)

Reformulating (A.1), we can obtain

\[ P_{LB}^{SP} = 1 + F_{\gamma_{si}}(\theta \gamma) \left[ 1 - F_{\gamma_{id}}(\theta \gamma) \right] - \int_{I_2} f_{\gamma_{id}}(u) F_{\gamma_{si}}(\mu u^2) du \]

\[ - \int_{I_3} \frac{f_{\gamma_{id}}(u)}{\gamma_{id}} F_{\gamma_{si}}(\mu u^2) du \]
where $\epsilon = \frac{\theta - \gamma}{\theta - 1}$, and $I_{A1}$ can be calculated by

\[
I_{A1} = \int_0^\infty f_{\gamma_{id}}(u)F_{\gamma_{id}}(\mu u^2)du - \int_0^\infty f_{\gamma_{id}}(u)F_{\gamma_{id}}(\mu u^2)du
\]

\[
= \sum_{m=M}^{N-1} \sum_{i=0}^{N-1} \begin{pmatrix} N-1 \\ i \end{pmatrix} (-1)^i N \lambda \left( \int_0^\infty e^{-p u^2 - q u u^2 m} du - \int_0^\epsilon e^{-p u^2 - q u u^2 m} du \right) \bigg|_{I_{A2}} - \bigg|_{I_{A3}}. 
\]

(A.2)

Using the results in [1, eq. (3.462)], we have

\[
I_{A2} = (2p)^{-(\frac{q}{2})} \Gamma(m) e^{\frac{q^2}{4p}} D_{-m}(-\frac{q}{\sqrt{2p}}) 
\]

(A.3)

and

\[
I_{A3} = e^{\frac{q^2}{4p}} \sum_{j=0}^{2m} \begin{pmatrix} 2m \\ j \end{pmatrix} (-\zeta)^j \left( \frac{\gamma(n, p\epsilon^2)}{2p^n} - \frac{\gamma(n, p\zeta^2)}{2p^n} \right). 
\]

(A.4)

Combining the above results, Theorem 3.1 can be obtained.

**A.2 Proof of Theorem 3.2**

Let $X = \min \left\{ \frac{\gamma_{l\ell}}{\gamma_a}, \frac{2\gamma_{l\ell}}{\gamma_{sl}} \right\}$, and $X_0 = \min\{X_1, X_2\}$, with $X_1 = \frac{\gamma_{l\ell}}{\gamma_a}$, $X_2 = \frac{2\gamma_{l\ell}}{\gamma_{sl}}$, we have

\[
F_{X_0}(x) = P(X_0 < x)
\]

\[
= P(X_1 < x, \gamma_{sl} < \gamma_a) + P(X_2 < x, \gamma_{sl} > \gamma_a)
\]

\[
= P\left( \frac{\gamma_{l\ell}}{\gamma_a} < x, \gamma_{sl} < \gamma_a \right) + P\left( \frac{\gamma_{l\ell}}{\gamma_{sl}} < x, \gamma_{sl} > \gamma_a \right)
\]

(A.5)

\[
= \begin{cases} 
F_{X_1}(x) + F_{X_2}(x), & x < 1, \\
1, & \text{otherwise.}
\end{cases}
\]
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where
\[
F_{X_1}(x) = \frac{\lambda_h^M}{(\lambda_h + \frac{x}{\mu_x})^M} \tag{A.6}
\]
and
\[
F_{X_2}(x) = 1 - \frac{\lambda_h^M}{(\lambda_h + \lambda_a x)^M}. \tag{A.7}
\]

**Proof.** Because \(\gamma_{sl}\) and \(\gamma_a\) are independent of each other, and \(F_{\gamma_a}(x) = 1 - e^{-\lambda_a x}\) with \(\lambda_a = 1/(\sigma_a^2)\), then
\[
F_{X_1}(x) = \int_0^\infty F_{\gamma_{sl}}(xy)f_{\gamma_a}(y)dy. \tag{A.8}
\]

After some mathematical manipulations, (A.6) can be obtained. In the same way, we can derive (A.7). \(\blacksquare\)

Since \(\gamma_{ld}\) is independent with \(\gamma_{sl}\) and \(\gamma_a\), we have
\[
F_X(x) = \mathbb{P}(\gamma_{ld}X_0 < x)
= \int_0^\infty F_{X_0}\left(\frac{x}{y}\right) f_{\gamma_{ld}}(y)dy
= \int_0^x f_{\gamma_{ld}}(y)dy + \int_x^\infty F_{X_1}\left(\frac{x}{y}\right) f_{\gamma_{ld}}(y)dy + \int_x^\infty F_{X_2}\left(\frac{x}{y}\right) f_{\gamma_{ld}}(y)dy. \tag{A.9}
\]

Substituting (A.6) and (A.7) into (A.9), by using [1, eq. (3.353.1)], we have
\[
I_{B_1} = \int_x^\infty \frac{\lambda_h^M}{(\lambda_h + \frac{x}{\mu_x} y)^M} \lambda_y e^{-\lambda_y y} dy
= \lambda_y \mu_{x_1} \int_x^\infty e^{-\lambda_y y} \frac{1}{(y + \mu_{x_1})^M} dy
= \lambda_y \mu_{x_1} \phi_M(x, \mu_{x_1}, \lambda_y), \tag{A.10}
\]
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where \( \mu_{x_1} = \frac{\lambda_{hx}}{\lambda_h} \). Similarly, by using \([1, eq. (3.352.2), eq. (3.353.1)]\), we have

\[
I_{B_2} = \int_{x}^{\infty} \left( 1 - \frac{\lambda_{h}^M}{(\lambda_h + \lambda_{hx})^M} \right) \lambda_y e^{-\lambda_y y} dy
= e^{-\lambda_x x} - \lambda_y \int_{x}^{\infty} e^{-\lambda_y y} \left( 1 - \frac{\mu_{x_1}}{y + \mu_2} \right)^M dy
= \lambda_y M \mu_{x_2} u(x, \mu_{x_2}, \lambda_y) - \lambda_y \sum_{n=2}^{M} \binom{M}{n} (-\mu_{x_2})^n \phi_n(x, \mu_{x_2}, \lambda_y),
\]

where and \( \mu_{x_2} = \frac{\lambda_{hx}}{\lambda_h} \). Thus,

\[
F_X(x) = 1 - e^{-\lambda_x x} + \lambda_y \mu_{x_1} \phi_M(x, \mu_{x_1}, \lambda_y)
+ \lambda_y \left( M \mu_{x_2} u(x, \mu_{x_2}, \lambda_y) - \sum_{n=2}^{M} \binom{M}{n} (-\mu_{x_2})^n \phi_n(x, \mu_{x_2}, \lambda_y) \right).
\]

According to the order statistics \([142]\), we have

\[
\mathcal{P}_{LB}^{MM} = F_{\gamma_{i,j}^*}(\bar{\gamma}) = NF_X^{N-1}(\bar{\gamma}) - (N - 1)F_X^N(\bar{\gamma}).
\]

This completes the proof.

### A.3 Proof of Theorem 3.3

Defining \( Z_1 = \frac{\gamma_{si}}{\gamma_{ij}}, \) \( Z_2 = \frac{\gamma_{ij}}{\gamma_{si}}, \) and \( Z = \min\{Z_1, Z_2\}, \) similar to \([A.5]\), we have

\[
F_Z(z) = \begin{cases} 
F_{Z_1}(z) + F_{Z_2}(z), & z < 1, \\
1, & \text{otherwise},
\end{cases}
\]

where

\[
F_{Z_1}(z) = \sum_{i=1}^{N} \binom{N}{i} (-1)^{i+1} \frac{\lambda_{h}^M}{(\lambda_h + \frac{i \lambda_{ij} z}{x})^M}
\]

and

\[
F_{Z_2}(z) = \sum_{i=0}^{N} \binom{N}{i} (-1)^{i} \frac{\lambda_{h}^M}{(\lambda_h + i \lambda_{ij} z)^M}.
\]
Proof. According to the selection criterion (3.17), the CDF of $\gamma_{ij}$ is given by

$$F_{\gamma_{ij}}(x) = (1 - e^{-\lambda_{ij}x})^N,$$  \hspace{1cm} (A.17)

where $\lambda_{ij} = \lambda_a$. After some mathematical manipulations, (A.15) and (A.16) can be obtained.

Since $\gamma_{id}$ and $A$ are independent, similar to (A.9),

$$P_{LB}^M = \int_0^{\bar{\gamma}} f_{\gamma_{id}}(y)dy + \int_{\bar{\gamma}}^{\infty} \left[ F_{Z_1}\left( \frac{\bar{\gamma}}{y} \right) + F_{Z_2}\left( \frac{\bar{\gamma}}{y} \right) \right] f_{\gamma_{id}}(y)dy. \hspace{1cm} (A.18)$$

Substituting (A.15) and (A.16) into (A.18), we have

$$\int_{\bar{\gamma}}^{\infty} F_{Z_1}\left( \frac{\bar{\gamma}}{y} \right) f_{\gamma_{id}}(y)dy = -\sum \lambda_g \beta_1^M \phi_M(\bar{\gamma}, \beta_1, \lambda_g). \hspace{1cm} (A.19)$$

Repeating the same procedure, we can obtain

$$\int_{\bar{\gamma}}^{\infty} F_{Z_2}\left( \frac{\bar{\gamma}}{y} \right) f_{\gamma_{id}}(y)dy$$

$$= 1 - F_{\gamma_{id}}(\bar{\gamma}) + \sum \left[ e^{-\lambda_g \bar{\gamma}} + \lambda_g v(\bar{\gamma}, \beta_2, \lambda_g) + \lambda_g \sum_{n=2}^M \left( \frac{M}{n} \right) (-\beta_2)^n \phi_n(\bar{\gamma}, \beta_2, \lambda_g) \right]. \hspace{1cm} (A.20)$$
Appendix B

Proofs of Theorems in Chapter 4

B.1 Proof of Theorem 4.1

As per the definition of EST, we have

\[
\frac{\partial T}{\partial \phi} = R_s \left[ -(1 - p_{so}) \frac{\partial p_{to}}{\partial \phi_b} - (1 - p_{to}) \frac{\partial p_{so}}{\partial \phi_b} \right] \tag{B.1}
\]

and

\[
\frac{\partial^2 T}{\partial \phi_b^2} = R_s \left[ 2 \frac{\partial p_{to}}{\partial \phi_b} \frac{\partial p_{so}}{\partial \phi_b} - (1 - p_{so}) \frac{\partial^2 p_{to}}{\partial \phi_b^2} - (1 - p_{to}) \frac{\partial^2 p_{so}}{\partial \phi_b^2} \right]. \tag{B.2}
\]

Due to the complicated expressions of \( p_{to} \) and \( p_{so} \) w.r.t. \( \phi_b \), (B.2) is too complex to be analyzed. To facilitate the proof, notice that \( \phi_u^* \) approaches zero when \( N \) is very large due to the result of Corollary 4.1. In addition, \( \lim_{n \to \infty} (1 + \frac{\tilde{Z}}{n})^n = e^z \).

Thus, when \( N \) is very large, we have

\[
p_{so} = 1 - F_{\gamma E}(\tilde{\gamma} e) \approx 1 - \chi^M, \tag{B.3}
\]

where \( \chi = 1 - e^{-\beta \tilde{\gamma} e} \). Define \( t = N - \lambda_b \tilde{\gamma} e \), we can obtain

\[
\frac{\partial p_{to}}{\partial \phi_b} = - \frac{(\lambda_b \tilde{\gamma} e)^{N-1} \zeta_b}{(N-1)!} \frac{\lambda_b e^{-\lambda_b \tilde{\gamma} e}} {\phi_b^2} \tag{B.4}
\]
\[
\frac{\partial p_{so}}{\partial \phi_b} = M \chi^{M-1}(1 - \chi) \zeta_e \bar{\gamma}_e, \tag{B.5}
\]
and
\[
\frac{\partial^2 p_{so}}{\partial \phi_b^2} = \lambda_b^N \zeta_b^{N-1} \frac{\zeta_b}{(N-1)!} \bar{\phi}_b^2 e^{-\lambda_b \bar{\gamma}_b}(t + 2), \tag{B.6}
\]
and
\[
\frac{\partial^2 p_{so}}{\partial \phi_b^2} = M \chi^{M-2} e^{\beta \bar{\gamma}_e} \left[ - \frac{(M - 1) \zeta_e^2 \bar{\gamma}_e^2}{\phi_b^4} + \chi \left( \frac{\zeta_e^2 \bar{\gamma}_e^2}{\phi_b^4} - 2 \frac{2 \zeta_e \bar{\gamma}_e}{\phi_b^2} \right) \right]. \tag{B.7}
\]

Thus, when \( \frac{\partial T}{\partial \phi_b} = 0 \), from (B.1), we have
\[
(1 - p_{so}) \frac{\partial p_{so}}{\partial \phi_b} = -(1 - p_{so}) \frac{\partial p_{so}}{\partial \phi_b}. \tag{B.8}
\]
Substituting (4.16), (4.17), (B.4), and (B.5) into (B.8), and after some mathematical manipulations, we have
\[
\sum_{n=0}^{N-1} \frac{(\lambda_b \bar{\gamma}_b)^n}{n!} = \frac{\chi}{M(1 - \chi) \bar{\gamma}_e (N-1)!} \lambda_b^N \zeta_b^{N-1} \frac{\zeta_b^2}{\phi_b^4} + \lambda_b^N \zeta_b^{N-1} \frac{\zeta_b^2}{\phi_b^4}. \tag{B.9}
\]
Applying (B.6), (B.7), and (B.9) in (B.2), it yields
\[
\frac{\partial^2 T}{\partial \phi_b^2} = R_s \frac{\lambda_b^N \zeta_b^{N-1} \zeta}{(N-1)!} \bar{\phi}_b^2 \chi^{M-1} e^{-\lambda_b \bar{\gamma}_b} f(\phi_b), \tag{B.10}
\]
where
\[
f(\phi_b) = -(M e^{-\beta \bar{\gamma}_e} + 1) \bar{\gamma}_e - \chi t \phi_b < -\bar{\gamma}_e - \chi t \phi_b < -\chi (\bar{\gamma}_e + t \phi_b). \tag{B.11}
\]
To show the sign of \( \frac{\partial^2 T}{\partial \phi_b^2} \), we need to determine the sign of \( f(\phi_b) \). Define \( g(\lambda_b) \) as follows
\[
g(\lambda_b) = \frac{\chi}{M(1 - \chi) \bar{\gamma}_e (N-1)!} \lambda_b^N \zeta_b^{N-1} \frac{\zeta_b^2}{\phi_b^4} - \sum_{n=0}^{N-1} \frac{(\lambda_b \bar{\gamma}_b)^n}{n!}. \tag{B.12}
\]
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Denoting the root of (B.9) as \( \lambda_0 \), we observe that \( \lambda_0 \) is the root of (B.12). By using the exponentially increasing property of the exponential function, we can infer that \( \frac{\partial g(\lambda_b)}{\partial \lambda_b} > 0 \), when \( \lambda_b = \lambda_0 \). After some mathematical manipulations, we can obtain

\[
\left. \frac{\partial g(\lambda_b)}{\partial \lambda_b} \right|_{\lambda_b=\lambda_0} = \frac{(\lambda_b \bar{\gamma}_b)^{N-1}}{(N-1)!} \left[ \frac{\chi(\bar{\gamma}_e \lambda_b P + t)}{MP\bar{\gamma}_e (1 - \chi)} + \frac{\lambda_b}{M} + \bar{\gamma}_b \right].
\] (B.13)

The first term within the square bracket must be an increasing function w.r.t. \( \lambda_b \). By taking the derivative w.r.t. it, we have

\[
\frac{\chi [\bar{\gamma}_e P(\bar{\gamma}_e \lambda_b P + t) + (\bar{\gamma}_e P - \bar{\gamma}_b)]}{M\bar{\gamma}_e (1 - \chi)} + \frac{\bar{\gamma}_e \lambda_b P + t}{M} > 0.
\] (B.14)

Thus, we can conclude that \( \bar{\gamma}_e \lambda_b P + N - \lambda_b \bar{\gamma}_b > 0 \) must hold, i.e., \( f(\phi_b) < 0 \) will always be correct.

By using the result of Lemma 4.3, we can conclude that the EST is a quasi-concave function w.r.t. \( \phi_b \). Following that, the global optimal \( \phi_b \) that maximizes the EST can be found numerically, which lies either on the critical point or the boundary. The critical point can be obtained by setting the first derivative to zero, i.e., the root of (B.9). When \( N \to \infty \), we also have \( p_{to} \to 0 \), and (B.9) becomes

\[
(\lambda_b \bar{\gamma}_b)^{N-1} \chi b_{\lambda_b} e^{-\lambda_b \bar{\gamma}_b} - M(N - 1)!\bar{\gamma}_e (1 - \chi) = 0.
\] (B.15)

Solving the above equation, we obtain \( \phi_b^* \).

B.2 Proof of Theorem 4.2

The proof can be classified into two different cases:

Case I: when \( 1 - \phi_u \geq \phi_b^* \), from (4.29) we have \( \phi_b^* = \phi_b^o \). Substitute \( \phi_b^* \) into (4.21), we can obtain \( \phi_b^* = \phi_b^o \eta \) when \( t \geq \tau_0^o \), and \( \phi_u^* = 1 - \frac{1 - \phi_b^o}{N-1} \), otherwise. Since \( 1 - \phi_u \geq \phi_b^o \) must hold, we have \( \phi_b^o \leq \frac{1}{\eta+1} \).

Case II: when \( 1 - \phi_u < \phi_b^o \), we have \( \phi_b^o = 1 - \phi_u \). Substitute \( \phi_b^* \) into (4.21), we
can obtain $\phi_u^* = \frac{\eta}{\eta+1}$, when $\tau \geq \tau'$, and $\phi_u^* = 0$, otherwise, where $\tau'$ is obtained by letting $\phi_{u,\text{min}} = \frac{\phi_u}{N-1}$. Since $1 - \phi_u < \phi^o_b$, $\phi^o_b > \frac{1}{\eta+1}$.

Combining the above results, we can obtain Theorem 4.2.

**B.3 Proof of Theorem 4.3**

The first and second derivatives of $T$ are given by

$$\frac{\partial T}{\partial R_s} = (1 - p_{to})(1 - p_{so}) - R_s(1 - p_{to}) \frac{\partial p_{so}}{\partial R_s}, \quad (B.16)$$

and

$$\frac{\partial^2 T}{\partial R_s^2} = -(1 - p_{to}) \left( 2 \frac{\partial p_{so}}{\partial R_s} - R_s \frac{\partial^2 p_{so}}{\partial R_s^2} \right), \quad (B.17)$$

respectively, where

$$\frac{\partial p_{so}}{\partial R_s} = \ln 2 M \beta \gamma_e (\gamma_e + 1) \chi^{M-1} (1 - \chi). \quad (B.18)$$

When $\frac{\partial T}{\partial R_s} = 0$, we have

$$(1 - p_{so}) = R_s \frac{\partial p_{so}}{\partial R_s}. \quad (B.19)$$

Substituting (4.17) and (B.18) into (B.19), yields

$$\chi = \ln 2 (1 - \chi) R_s M \beta (\gamma_e + 1). \quad (B.20)$$

Then the second term of (B.17) becomes

$$2 \frac{\partial p_{so}}{\partial R_s} - R_s \frac{\partial^2 p_{so}}{\partial R_s^2} = \ln 2 M \beta (\gamma_e + 1) \chi^{M-2} (1 - \chi) f(R_s), \quad (B.21)$$
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where

\[ f(R_s) = \left[ 2\chi + \ln 2 R_s \left( \beta (\bar{\gamma}_e + 1)(Me^{-\beta e} - 1) + \chi \right) \right] > 2\chi - \ln 2 \chi R_s \left( \beta (\bar{\gamma}_e + 1) - 1 \right). \] (B.22)

From (B.20), we have

\[ R_s = \frac{e^{\beta e} - 1}{\ln 2M\beta (\bar{\gamma}_e + 1)}. \] (B.23)

By taking the derivative of the right-hand term w.r.t. \( R_s \), we yield \( \frac{e^{\beta e}(\beta (\bar{\gamma}_e + 1) - 1)}{M\beta (\bar{\gamma}_e + 1)} > 0 \). Hence, we can conclude that \( \beta (\bar{\gamma}_e + 1) - 1 < 0 \). Thus, \( f(R_s) > 0, \frac{\partial^2 T}{\partial R_s^2} < 0 \).

By using the result of Lemma 4.3, we can conclude that the EST is a quasi-concave function of \( R_s \). Then the optimal value can be determined by comparing the EST achieved at the critical point and the boundary point, where the critical point can be obtained by solving (B.20).
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Proofs of Theorems and Propositions in Chapter 5

C.1 Proof of Theorem 5.1

Define $X_i = \phi P \left[ |h_{i,0} w_i|^2 + \xi \|h_{i,0} G_i\|^2 \right]$, since $w_i$ and $h_{i,0}$ are independent of each other, $|h_{i,0} w_i|^2 \sim \text{Exp}(1)$, $\|h_{i,0} G_i\|^2 \sim \text{Gamma}(N-1, 1)$. Then the PDF of $X_i$ can be derived as

$$f_{X_i}(x) = \begin{cases} \frac{x^{N-1}}{(N-1)!} e^{-\frac{x}{\phi P}}, & \text{if } \xi = 1, \\ \frac{(1-\xi)^{1-N}}{\phi P(N-2)!} e^{-\frac{x}{\phi P}} \gamma \left( N - 1, \frac{(1-\xi)x}{\xi \phi P} \right), & \text{otherwise.} \end{cases}$$

The Laplace transform of $I_B$ can be expressed as

$$\mathcal{L}_{I_B}(s) = E_{I_B} \left[ \exp \left( -s \sum_{i \in \Phi^a_\phi} X_i r_i^{-\alpha} \right) \right]$$

$$= E_{\Phi^a_\phi} \left[ \prod_{i \in \Phi^a_\phi} E_{X_i} \left[ \exp(-s X_i r_i^{-\alpha}) \right] \right]$$

$$= \exp \left( -\int_{R^2} (1 - \chi) \Lambda(dr) \right)$$

$$= \exp \left( -2\pi \lambda_b p_a \int_{r_0,0}^{\infty} (1 - \chi) r dr \right),$$
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where (a) follows from the probability generating functional (PGFL) over PPP and 
\[ \chi = \int_0^\infty e^{-sr-\alpha} f_{X_i}(x)dx \]
is the Laplace transform of \( X_i \). By using [1, eq. (8.352.1)], we have

\[
\chi = \begin{cases} 
(1 + wr^{-\alpha})^{-N}, & \text{if } \xi = 1, \\
\frac{(1-\xi)^{1-N}}{1+wr^{-\alpha}} - \sum_{n=0}^{N-2} \frac{\xi(1-\xi)^{n+1-N}}{(1+\xi wr^{-\alpha})^{n+1}}, & \text{otherwise},
\end{cases}
\]

where \( w = \phi P \). Hence, we have

\[
\mathcal{L}_{IB}(s) = \exp \left( -2\pi \lambda_b p_a \left( \int_0^\infty (1-\chi)rdr - \int_{\tau_1}^{\tau_0} (1-\chi)rdr \right) \right). \tag{C.4}
\]

By using eq. (8) in [33], \( \tau_1 \) can be derived as

\[
\tau_1 = \begin{cases} 
\frac{w^\delta \kappa_{N+1}}{N+\delta}, & \text{if } \xi = 1, \\
\frac{w^\delta \kappa_2}{(1-\xi)^{N-1}} - \sum_{n=0}^{N-2} \frac{w^\delta \xi^{1+n+2}}{(1-\xi)^{N-n+1}}, & \text{otherwise}.
\end{cases}
\tag{C.5}
\]

When \( \xi = 1 \), by using [1, eq. (3.194.2)], we have

\[
\tau_2 = r_0^2 \left[ 1 - \frac{\delta \varphi_0(N, wr^{-\alpha}_0)}{(N+\delta)(wr^{-\alpha}_0)^N} \right]. \tag{C.6}
\]

Similarly, when \( \xi \neq 1 \), we have

\[
\tau_2 = r_{0,0}^2 \left[ 1 - \frac{\delta \varphi_0(1, wr^{-\alpha}_0)}{(1+\delta)(1-\xi)^{N-1}wr^{-\alpha}_0} + \sum_{n=0}^{N-2} \frac{\delta \xi \varphi_0(n+1, \xi wr^{-\alpha}_0)}{(n+1+\delta)(N-1-n)(\xi wr^{-\alpha}_0)^{n+1}} \right]. \tag{C.7}
\]

Substituting the above results into (C.4), we have

\[
\mathcal{L}_{IB} \left( \frac{\bar{\gamma}^{\alpha}_{0,0}}{\phi P} \right) = \exp \left( -\pi \lambda_b p_a k_0 r_{0,0}^2 \right), \tag{C.8}
\]
where $k_0$ is given by (5.10). By using the Leibniz formula, the $p$-th derivative of $\mathcal{L}_{IB}(s)$ can be expressed in a recursive form given by

\[
\mathcal{L}_{IB}^{(p)}(s) = \pi \lambda p \sum_{i=0}^{p-1} \binom{p-1}{i} (-1)^{p-i} (1 - \xi)^{N-1} \mathcal{L}_{IB}^{(i)}(s) \int_{r_{0,0}^{-\alpha}}^{\infty} \left[ \frac{(p-i)! (\phi P r^{-\alpha})^{p-i}}{(1 + wr^{-\frac{\alpha}{2}})^{p-i+1}} \right] dr.
\]

Let $x_p = (-1)^ps^p/p! \mathcal{L}_{IB}^{(p)}(s)$ and use the variable transformation $r^{-\frac{\alpha}{2}} \rightarrow v$ we have

\[
x_p = \pi \lambda p a \delta \sum_{i=0}^{p-1} \frac{p-i}{p} w^{p-i} \int_{r_{0,0}^{-\alpha}}^{\infty} \left[ \frac{v^{p-i-\delta-1}}{(1 + \xi v)^{p-i+1}} \right] dv x_i.
\]

After some algebraic manipulations, we have

\[
x_p = \pi \lambda p a \delta^2 \sum_{i=0}^{p-1} \frac{p-i}{p} k_{p-i} x_i,
\]

where $k_i$ is given by (5.12). Similar to the proof in [154], we can obtain Theorem 5.1.

### C.2 Proof of Proposition 5.2

From Lemma 5.2, we know that when $N$ approaches infinity, $\gamma_{u_0}^{\infty} = \frac{\phi P N r_{0,0}^{-\alpha}}{r_{0,0}^{-\alpha}}$. Following that, the asymptotic connection outage probability can be rewritten as

\[
p_{to}^{\infty} = P(\phi P N < \gamma_{u_0}^{\infty} r_{0,0}^{-\alpha}) = \int_{\phi P N}^{\gamma_{u_0}^{\infty}} f_{I_{IB}^{\infty}}(x) dx,
\]

where

\[
I_{IB}^{\infty} = \sum_{i \in \Phi_0} \phi P \left[ |\mathbf{h}_{i,0}^T \mathbf{w}_i|^2 + \xi (N - 1) \right] r_{i,0}^{-\alpha}.
\]
Note that \( f_{\mathcal{I}_B^\infty}(x) \) is the inverse Laplace transform of \( \mathcal{L}_{\mathcal{I}_B^\infty}(s) \). Since the inverse Laplace transform is nontrivial to obtain, we adopt the log-normal approximations to approximate \( f_{\mathcal{I}_B^\infty}(x) \). Hence, the PDF of \( \mathcal{I}_B^\infty \) can be approximated by

\[
 f_{\mathcal{I}_B^\infty}(x) \approx \frac{1}{x\sigma \sqrt{2\pi}} \exp \left( -\frac{(\ln x - \mu)^2}{2\sigma^2} \right),
\]

where \( \mu \) and \( \sigma^2 \) given by (5.19) are the mean and variance of \( \mathcal{I}_B^\infty \), which can be derived by applying the Campbell’s theorem. A similar proof can be found in \[37\].

Thus,

\[
 p_{\infty} = \int_0^{\infty} F_{\mathcal{I}_B^\infty} \left( \frac{\phi PN}{\tilde{\gamma} r_0^\alpha} \right) f_{\gamma_0}(r_0) dr_0.
\]

### C.3 Proof of Theorem 5.2

Define \( \gamma_{0,el} = \phi P \left[ \| g_{0,el}^T w_0 \|^2 - \tilde{\gamma}_e \| g_{0,el}^T G_0 \|^2 \right] \), then the CDF of \( \gamma_{0,el} \) can be derived as

\[
 F_{\gamma_{0,el}}(x) = 1 - (1 + \tilde{\gamma}_e \xi)^{1-N} e^{-\frac{x}{\phi P}}.
\]

Thus, for the \( k \)th Eve, we have

\[
 \mathbb{P}(\gamma_{el} < \tilde{\gamma}_e) = \mathbb{E}_{\Phi} \left[ \mathbb{P}(\gamma_{0,el} < \tilde{\gamma}_e r_0^\alpha I_{B,el}) \right] \\
 = 1 - (1 + \tilde{\gamma}_e \xi)^{1-N} \mathbb{E}_{\Phi} \left[ \int_0^{\infty} e^{-\frac{\gamma_{0,el} t}{\phi P}} f_{I_{B,el}}(t) dt \right] \\
 = 1 - (1 + \tilde{\gamma}_e \xi)^{1-N} \mathcal{L}_{I_{B,el}} \left( \frac{\tilde{\gamma}_e r_0^\alpha}{\phi P} \right).
\]

Similar to the derivation of \( \mathcal{L}_{I_B}(s) \) in Appendix C.1, we have

\[
 \mathcal{L}_{I_{B,el}}(s) = \exp(-\pi \lambda_0 p_0 \omega (\phi P s)^{\delta}).
\]
Then the secrecy outage probability can be expressed as

\[ p_{so} = 1 - \exp \left( -2\pi \lambda_c (1 + \bar{\gamma}_c \xi)^{1-N} \int_0^\infty \exp(-\Theta r^2) r dr \right) \]

\[ = 1 - \exp \left( -\frac{\pi \lambda_c}{\Theta} (1 + \bar{\gamma}_c \xi)^{1-N} \right). \tag{C.19} \]

### C.4 Proof of Proposition 5.3

When \( N \) approaches infinity, the SIR at the \( k \)th Eve can be rewritten as

\[ \gamma_{e_i}^{\infty} = \frac{\phi P \left[ g_{0,e_i}^T w_0 \right]^2 r_{0,e_i}^{-\alpha}}{\xi \phi P (N - 1) r_{0,e_i}^{-\alpha} + I_{B,e_i}^{\infty}}, \tag{C.20} \]

where

\[ I_{B,e_i}^{\infty} = \sum_{i \in \Phi^B \setminus \{0\}} \phi P W_{i,e_i}^{-\alpha}, \tag{C.21} \]

and \( W = \left[ |g_{i,e_i}^T w_i|^2 + (\phi^{-1} - 1) \right] \). By using the PGFL over PPP and swapping the order of expectation, we have \[33\]

\[ \mathcal{L}_{I_{B,e_i}^{\infty}}(s) = \exp \left( -\pi \lambda_0 \Gamma(1 - \delta) (\phi P s)^\delta \mathbb{E}[W^\delta] \right). \tag{C.22} \]

where

\[ \mathbb{E}[W^\delta] = \int_0^\infty (x + (\phi^{-1} - 1))^\delta e^{-x} dx = \Gamma(1 + \delta, (\phi^{-1} - 1))e^{(\phi^{-1} - 1)}. \tag{C.23} \]

Denote \( \gamma_{0,e_i}^{\infty} = \phi P \left[ |g_{0,e_i}^T w_0|^2 - \bar{\gamma}_c \xi (N - 1) \right] \), then the CDF of \( \gamma_{0,e_i}^{\infty} \) is given by

\[ F_{\gamma_{0,e_i}^{\infty}}(x) = 1 - e^{-\bar{\gamma}_c (N-1) \xi} e^{-\frac{x}{\bar{\gamma}_c}}. \tag{C.24} \]

Following the procedures in Appendix C.3, we have

\[ \mathbb{P}(\gamma_{e_i}^{\infty} < \bar{\gamma}_c) = 1 - e^{-\bar{\gamma}_c (N-1) \xi} \exp(-\Theta r_{0,e_i}^{\infty}), \tag{C.25} \]
Hence, the asymptotic secrecy outage probability is given by

\[
p_{so}^\infty = 1 - \exp\left(-2\pi \lambda e^{-\gamma_e(N-1)\xi} \int_0^\infty \exp(-\Theta r^2) r dr\right) = 1 - \exp\left(-\frac{\pi \lambda}{\Theta} e^{-\gamma_e(N-1)\xi}\right).
\] (C.26)

### C.5 Proof of Theorem 5.3

Using Jensen’s inequality, the average secrecy rate can be lower bounded by

\[
R \geq \left\{ \mathbb{E} [R_u] - \mathbb{E} [R_e] \right\}^+ \triangleq R_L.
\] (C.27)

Denote \( \tilde{X}_0 = |h_{0,0}^2w_0|^2 \), and \( \tilde{X}_i = \frac{X_i}{\phi P r_{i,0}^\alpha} \). Based on the lemma in [162], the average data rate of can be calculated as

\[
R_u(r_{0,0}) = \mathbb{E}_{\Phi_b} \left[ \log \left( 1 + \frac{\tilde{X}_0 r_{0,0}^{-\alpha}}{\sum_{i \in \Phi_b \{0\}} \tilde{X}_i r_{i,0}^{-\alpha}} \right) \right] |r_{0,0}|
\]

\[
= \int_0^\infty \frac{1 - \mathbb{E}[e^{-z\tilde{X}_0}]}{z} \mathbb{E} \left[ e^{-z \sum_{i \in \Phi_b \{0\}} \tilde{X}_i r_{i,0}^{-\alpha}} \right] dz
\]

\[
= \int_0^\infty \frac{1 - \mathbb{E}[e^{-z\tilde{X}_0}]}{z} \mathbb{E} \left[ \prod_{i \in \Phi_b \{0\}} \tilde{\chi} \right] dz
\] (C.28)

\[
= \int_0^\infty \frac{1 - \frac{1}{(1+z)^N}}{z} \exp \left( -2\pi \lambda_b P_a \int_{r_{0,0}}^\infty (1 - \tilde{\chi}) r dr \right) dz
\]

\[
= \int_0^\infty \frac{1 - \frac{1}{(1+z)^N}}{z} \exp \left( -\pi \lambda_b P_a r_{0,0}^2 \Xi \right) dz,
\]

where \( \tilde{\chi} \) can be obtained by replacing \( w \) with \( z r_{0,0}^\alpha \) in \( \chi \), \( \Xi = z \delta \int_{z-\delta}^\infty \vartheta \, du \), and \( \vartheta \) is given by

\[
\vartheta = \begin{cases} 
1 - (1 + u)^{-N}, & \text{if } \xi = 1, \\
1 - \frac{(1-\xi)^{-N}}{1+u^{-\frac{2N}{N+1}}} + \sum_{n=0}^{N-2} \frac{\xi(1-\xi)^{n+1-\frac{N}{N+1}}}{(1+\xi u^{-\frac{2N}{N+1}})^{n+1}}, & \text{otherwise.}
\end{cases}
\] (C.29)
Following that, we have

\[
R_u = \mathbb{E}_{r_0,0} [R_u(r_0,0)] = \int_0^\infty R_u(r) 2\pi \lambda_b r e^{-\pi \lambda_b r^2} dr
= \int_0^\infty \frac{1 - (1 + z)^{-N}}{z} \frac{1}{1 + p_a \Xi} dz.
\]  
(C.30)

Based on the asymptotic SOP in (5.31), the eavesdropped rate can be expressed as

\[
R_e \approx \int_0^\infty \log(1 + z) f_{\gamma_e}(z) dz = \int_0^\infty \frac{1 - F(z)}{1 + z} dz,
\]  
(C.31)

where \( F(z) \) is given by (5.39).

### C.6 Proof of Proposition 5.4

Due to the existence of guard zone, the interference from the active BSs will be much larger than that from the jammers, i.e., \( \Theta_j \ll \Theta_b \) will always hold. Thus, the secrecy probability for the adaptive eavesdropping can be approximated by

\[
p_{st}^A \approx \frac{\lambda_e}{\lambda_e + \Theta_b} \frac{(1 + \bar{\gamma}_e \xi)^{1-N}}{1 - N^1},
\]  
(C.32)

where the equality holds when \( \xi = 0 \). Denote

\[
x = \frac{\lambda_e (1 + \bar{\gamma}_e \xi)^{1-N}}{\Theta_b},
\]  
(C.33)

then \( p_{st}^A < p_{st}^0 \) is equivalent to \( (x + 1)e^{-x} > \theta \). Denote \( f(x) = (x + 1)e^{-x} \), when \( f(x) = \theta \), we have

\[
x_0 = -W_p(-\theta e^{-1}) - 1 \cup -W_m(-\theta e^{-1}) - 1,
\]  
(C.34)
where $W_p(\cdot)$ and $W_m(\cdot)$ are the real-valued principle branch and other branch of Lambert W-function, respectively. Since $\theta < 1$, we reject the first branch and

$$x_0 = -W_m(-\theta e^{-1}) - 1. \quad (C.35)$$

Since $f'(x) = -xe^{-x} < 0$, the solution of $p_{st}^A < p_{st}^0$ is $x < x_0$, which completes the proof.
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Proofs of Propositions in Chapter 6

D.1 Derivation of Equation (6.32)

Similar to the proof in [167] and [166], we approximate the large-scale fading coefficients of interfering cells by their means. Thus,

\[
\left| \hat{h}_{00}^{(0)T} y_{00}^{(0)} \right|^2 \overset{(a)}{=} \frac{P_p (X_{00}^{(0)})^2}{(\Sigma_{00}^{(0)})^2} \left| y_{00}^{(0)} \right|^4
\]

\[
\overset{(b)}{\approx} \frac{P_p (X_{00}^{(0)})^2}{(\Sigma_{00}^{(0)})^2} \mathbb{E} \left| y_{00}^{(0)} \right|^4
\]

\[
\overset{(c)}{=} P_p (X_{00}^{(0)})^2 (N_{\mu}^2 + N_{\mu})
\]

where (a) follows from (6.5), (b) follows from the fact that \( \left| y_{00}^{(0)} \right|^4 \rightarrow \mathbb{E} \left| y_{00}^{(0)} \right|^4 \) when \( N_{\mu} \rightarrow \infty \), (c) follows from the fact that \( \mathbb{E} \left| y_{00}^{(0)} \right|^4 = (N_{\mu}^2 + N_{\mu})(\Sigma_{00}^{(0)})^2 \). For the interference term caused by channel estimation error, we have

\[
\mathbb{E} \left| \hat{h}_{00}^{(0)T} y_{00}^{(0)} \right|^2 = \frac{1}{N_{\mu}} \mathbb{E} \left| \hat{h}_{00}^{(0)} \right|^2 \mathbb{E} \left| y_{00}^{(0)} \right|^2
\]

\[
= \frac{1}{N_{\mu}} N_{\mu} X_{00}^{(0)} \left( 1 - \frac{P_p X_{00}^{(0)}}{\Sigma_{00}^{(0)}} \right) N_{\mu} \Sigma_{00}^{(0)}
\]

\[
= N_{\mu} X_{00}^{(0)} \Delta_0
\]

(D.2)
Similarly, for the inter-user interference, we have

\[
\sum_{k=1}^{K-1} \left| \frac{y_{00}^{(k)}}{y_{00}^{(0)}} \right|^2 \mathbb{E} \left| h_{00}^{(0)} y_{00}^{(0)} \right|^2 = \sum_{k=1}^{K-1} N_\mu X_{00}^{(0)} \Sigma_{00}^{(0)}. \tag{D.3}
\]

For the interference from other BSs, we have

\[
\mathbb{E} \left| h_{i0}^{(0)} y_{ii}^{(k)} \right|^2 = \mathbb{E} \left| \sum_{j \in \Phi_\mu} P_p h_{i0}^{(0)} T h_{ij}^{(k)} + \sum_{l \in \Phi_c^{(k)}} P_e h_{i0}^{(0)} T h_{ie}^{(l)} \right|^2 \\
= P_p \sum_{j \in \Phi_\mu} \mathbb{E} \left| h_{i0}^{(0)} T h_{ij}^{(k)} \right|^2 + P_e \sum_{l \in \Phi_c^{(k)}} \mathbb{E} \left| h_{i0}^{(0)} T h_{ie}^{(l)} \right|^2 + N_\mu X_{i0}^{(0)} \sigma^2, \tag{D.4}
\]

where (d) holds due to the fact that \( h_{i0}^{(0)} T h_{ij}^{(k)} \) and \( h_{i0}^{(0)} T h_{ie}^{(l)} \) are uncorrelated zero-mean random variables. Note that when \( k = j = 0 \), we have

\[
\mathbb{E} \left| h_{i0}^{(0)} T h_{ij}^{(k)} \right|^2 = \mathbb{E} \left| h_{i0}^{(0)} \right|^4 = (N_\mu^2 + N_\mu)(X_{i0}^{(0)})^2, \tag{D.5}
\]

when \( (k, j) \neq (0, 0) \), we have

\[
\mathbb{E} \left| h_{i0}^{(0)} T h_{ij}^{(k)} \right|^2 = N_\mu X_{i0}^{(0)} X_{ij}^{(k)}. \tag{D.6}
\]

Similarly,

\[
\mathbb{E} \left| h_{i0}^{(0)} T h_{ie}^{(l)} \right|^2 = N_\mu X_{i0}^{(0)} X_{ie}^{(l)}. \tag{D.7}
\]

Note that when \( N_\mu \) approaches infinity, \( \left| h_{i0}^{(0)} T V_i \right|^2 \rightarrow (N - K)X_{i0}^{(0)} \), thus

\[
\sum_{k=0}^{K-1} \frac{1}{\left| y_{ii}^{(k)} \right|^2} \mathbb{E} \left| h_{i0}^{(0)} T V_i \right|^2 = K \xi \mathbb{E} \left| h_{i0}^{(0)} T V_i \right|^2 \\
= P_p N_\mu \frac{(X_{i0}^{(0)})^2}{\Sigma_{ii}^{(0)}} + KX_{i0}^{(0)} + \xi K (N - K) X_{i0}^{(0)}, \tag{D.8}
\]

By combining the above results, we can obtain (6.32).
Appendix D. Proofs of Propositions in Chapter 6

D.2 Proof of Proposition 6.1

With the exclusion ball model and by using the Campbell’s theorem [125], we have

\[
\mathbb{E} \left[ \sum_{j \in \Phi_{\mu} \setminus \{0\}} X_{ij}^{(0)} \right] = 2\pi \lambda \mu c \int_{R_{eq}}^{\infty} x^{-\alpha} \, dx = a_1. \quad (D.9)
\]

Similarly, for the Eves, we have \( \mathbb{E} \left[ \sum_{l \in \Phi_{\mu} \setminus \{0\}} X_{l0}^{(0)} \right] = a_2 \). Hence, we have \( \bar{\Delta}_0 = \mathbb{E} \Delta_0 = P_p a_1 + P_e a_2 + \sigma^2 \), \( \mathbb{E} \Sigma_{00}^{(0)} = P_p \mathbb{E} X_{00}^{(0)} + \bar{\Delta}_0 \). For the interference from nearby MBSs, by using the Campbell’s theorem, we have

\[
\mathbb{E} \left[ \sum_{j \in \Phi_{\mu} \setminus \{0\}} X_{ij}^{(0)} \right] = 2\pi \lambda \mu c_0 \int_{R_0}^{\infty} x^{-2\alpha} \, dx = a_3 R_0^{-2+2\alpha}. \quad (D.10)
\]

and

\[
\mathbb{E} \left[ \sum_{l \in \Phi_{\mu} \setminus \{0\}} X_{l0}^{(0)} \right] = 2\pi \lambda \mu c_0 \int_{R_0}^{\infty} x^{-\alpha} \, dx = a_4 R_0^{-2+\alpha}. \quad (D.11)
\]

Combining the above results, we have \( \mathbb{E}[\Sigma_{00}^{(0)} \Delta_1] = P_p N_\mu a_3 R_0^{-2+2\alpha} \) and \( \mathbb{E}[\Delta_2] = Ka_4 R_0^{-2+\alpha} \). Hence, the SINR can be rewritten as

\[
\text{SINR}_0^\mu \approx \frac{A_0}{A_1 R_0^{\alpha} + A_2 R_0^{2+\alpha} + A_3 R_0^{2+2\alpha} + A_4}. \quad (D.12)
\]

Then conditioning on \( R_0 \), the coverage probability can be calculated by

\[
\mathbb{P}(\text{SINR}_0^\mu > T \mid R_0) = \mathbb{P} \left( 1 > \frac{T(A_1 R_0^{\alpha} + A_2 R_0^{2+\alpha} + A_3 R_0^{2+2\alpha} + A_4)}{A_0} \right) \\
\overset{(e)}{=} \mathbb{P} \left( u > \frac{T(A_1 R_0^{\alpha} + A_2 R_0^{2+\alpha} + A_3 R_0^{2+2\alpha} + A_4)}{A_0} \right) \\
\overset{(f)}{=} \sum_{n=1}^{N} \binom{N}{n} (-1)^{n+1} \exp \left( -\frac{nuT A_4}{A_0} \right) \exp \left( -\frac{nuT (A_1 R_0^{\alpha} + A_2 R_0^{2+\alpha} + A_3 R_0^{2+2\alpha})}{A_0} \right), \quad (D.13)
\]
where in (e), \( u \) is a normalized gamma random variable with shape parameter \( N \) and the approximation is due to the fact that a normalized gamma variable converges to identity when its shape parameter goes to infinity. Note that (f) follows from the Alzer’s inequality. By de-conditioning on \( R_0 \), we can directly obtain (6.33).

### D.3 Proof of Proposition 6.3

Similar to the proof in Appendix D.2, we have

\[
\left| g^{(0)}_{\theta e} y^{(0)}_{\theta 0} \right|^2 = N \mu X^{(0)}_{\theta 0} \Sigma_{00} + \mathbb{1}(S_{\theta}) N \mu P \epsilon (X^{(0)}_{\theta 0})^2, 
\]

where \( \mathbb{1}(S_{\theta}) = 1 \) when \( e \in \Phi^{(0)}_\epsilon \), else \( \mathbb{1}(S_{\theta}) = 0 \). Note that since \( \left| g^{(0)}_{\theta e} V_i \right|^2 \xrightarrow{N \rightarrow \infty} (N - K) X^{(l)}_{\theta e} \), the SIR of the \( l \)th Eve in (6.50) can be expressed as

\[
\text{SIR}^\mu_{\epsilon_l} = \frac{N \mu X^{(0)}_{\theta 0} \Sigma_{00} + \mathbb{1}(S_{\theta}) N \mu P \epsilon (X^{(0)}_{\theta 0})^2}{\xi K (N - K) \Sigma_{00} \sum_{i \in \Phi^\mu_{\epsilon_l}} X^{(l)}_{\theta e}}. 
\]

Equation (D.15) can be further simplified as

\[
\text{SIR}^\mu_{\epsilon_l} = \frac{1}{\xi K a_2} \frac{\mathbb{1}(S_{\theta}) N \mu P \epsilon (R^{(l)}_{\theta e})^{-\alpha_\mu} + \Delta c_\mu (R^{(l)}_{\theta e})^{-\alpha_\mu}}{B_2 (R^{(l)}_{\theta e})^{-2\alpha_\mu} + B_1 (R^{(l)}_{\theta e})^{-\alpha_\mu}} \leq \frac{B_2 (R^{(l)}_{\theta e})^{-2\alpha_\mu} + B_1 (R^{(l)}_{\theta e})^{-\alpha_\mu}}{B_0}. 
\]

Hence, for the \( l \)th Eve we have

\[
\mathbb{P}(\text{SIR}^\mu_{\epsilon_l} > x) = \mathbb{P}\left( \frac{B_0 x}{B_1 (R^{(l)}_{\theta e})^{-\alpha_\mu} + B_2 (R^{(l)}_{\theta e})^{-2\alpha_\mu}} \right) = \sum_{n=1}^{N} \binom{N}{n} (-1)^{n+1} \exp \left( -\frac{nx B_0 x}{B_1 (R^{(l)}_{\theta e})^{-\alpha_\mu} + B_2 (R^{(l)}_{\theta e})^{-2\alpha_\mu}} \right),
\]

where the last equation is obtained by approximating the unit variable as a gamma variable with unit mean and shape parameter \( N \) and using the Alzer’s inequality.
Following that, the secrecy probability can be expressed as

\[
P(\text{SIR}_E^\mu < T_e) = \mathbb{P}
\left[
\max_{c_l \in \Phi_E} \text{SIR}_{c_l}^\mu < T_e
\right]
= \mathbb{E}_\Phi_E \left[ \prod_{c_l \in \Phi_E} \mathbb{P}(\text{SIR}_{c_l}^\mu < T_e) \right]
\leq (g) \exp \left(-2\pi \lambda_E \int_0^\infty \sum_{n=1}^N (-1)^{n+1} e^{-\frac{n\nu T_e B_0}{B_1 R_0^{-\alpha \mu} + B_2 R_0^{-2\alpha \mu}} R dR} \right),
\]

where \((g)\) follows from the probability generating functional (PGFL) over PPP, and the equality holds when \(K = 1\), i.e., all the Eves share the same pilot with the typical user.

**D.4 Proof of Proposition 6.4**

Due to the zero side lobe of the SBS, \(D_{BS} = G_{BS}\) when the beam of \(c_l\) is aligned with the transmit beam of SBS, otherwise \(D_{BS} = 0\). We consider the two different cases separately:

**Case 1:** when the beams between the SBS and the typical user are successfully aligned, we denote the set of Eves whose AOA lie \(R_0\) as \(\Phi_e^{(0)}\) with intensity \(\frac{\theta_{BS}}{\pi} \lambda_E\).

\[
P(\text{SNR}^m_{E,SA} \leq T_e) \approx \mathbb{P}\left(\max_{l \in \Phi_e^{(0)}} X_{0e}^{(l)} \leq \frac{1}{\mu}\right) \overset{(h)}{=} e^{-\frac{\theta_{BS}}{\pi} \lambda_E \Lambda(\mu)},
\]

where \((h)\) is derived by using the CCDF of the path loss of the Eve, similar to Lemma 6.1.

**Case 2:** when the beams between the SBS and the typical user are unsuccessfully aligned, i.e., the transmit beam of SBS is aligned with one of the Eves, then we have

\[
P(\text{SNR}^m_{E,UA} \leq T_e) \approx \mathbb{P}\left(\max_{l \in \Phi_e} X_{0e}^{(l)} \leq \frac{1}{\mu}\right) = e^{-\pi \lambda_E \Lambda(\mu)}. \tag{D.20}
\]
Thus,

\[ p_{sec}^m = P(SINR_{E,SA}^m < T_e \mid SA)P(SA) + P(SINR_{E,UA}^m < T_e \mid UA)P(UA). \]  \hspace{1cm} (D.21)

By substituting (D.20) and (D.21), and the success probability in (6.40), we can obtain (6.54). This completes the proof.
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